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We have built a hybrid Case-Based Reasoning (CBR) and Informa-
tion Retrieval (IR) system that generates a query to the IR system
by using information derived from CBR analysis of a problem sit-
uation. The query is automatically formed by submitting in text
form a set of highly relevant cases, based on a CBR analysis, to a
modified version of INQUERY’s relevance feedback module. This
approach extends the reach of CBR, for retrieval purposes, to much
larger corpora and injects knowledge-based techniques into tradi-
tional IR.
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One strength of Case-Based Reasoning (CBR) systems is the abil-
ity to reason about a problem case and perform highly intelligent
problem-solving, such as the generation of legal arguments or de-
tailed operational plans [9]. In particular, CBR systems have at
their core the ability to retrieve highly relevant cases. However,
CBR systems are limited by the availability of cases actually rep-
resented in their case bases. Among current case-based reasoning
systems few have large case bases (say, larger than 1000 cases).
Those systems that have supported large case bases–containing
thousands or even tens of thousands of cases–have employed sim-
ple case representations (e.g., MBRtalk [17], PACE [4], Anapron
[7] ). Our own CBR systems–HYPO [1] [11], CABARET [15],
BankXX [12] [13]–perform in-depth reasoning to produce sophis-
ticated precedent-based legal arguments, challenging hypothetical
cases, interpretations of ill-defined legal concepts, etc. They use
detailed case representations and they have typically had case bases
in the range of three to five dozen cases.

On the other hand, within the information retrieval (IR) world,
there are many huge document collections, such as those commonly
available in fields like law, business, or medicine, and individual
cases are often very large (e.g., tens of pages of text). For instance,
all the cases decided in the Supreme Court and other Federal courts
since their beginnings (in 1789) and most state courts over at least
the last 35 years are available through West Publishing Company’s�
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system. However, the level of representation is shallow–
the text itself. Thus, although full-text IR systems are not hampered
by any lack of available cases (in textual form), they cannot rea-
son about them and they cannot apply a highly articulated sense of
relevance such as that found in CBR systems. Rather, text-based
systems rely on broadly applicable methods, such as statistical mea-
sures, to define relevance [16]. Nonetheless, we would still like to
be able to access these collections in a more intelligent, problem-
based manner.

Such massive on-line corpora represent a tremendous resource
and investment of capital. Given their awesome scope and ready
availability, they are the stock-in-trade of many professionals, such
as lawyers who use them extensively in legal research. It is simply
not realistic to think about redesigning such text collections to suit
the requirements of symbolic AI approaches, such as CBR. Thus,
such collections, built up over the years, will most likely remain in
their current textual form and be accessed pretty much as they are
or not at all.

Of course, current text-based systems are no guarantee for in-
telligent retrieval. The user of such a system must know how to
manipulate them to get truly relevant information back. Often users
are not even aware of the difficulties in using such a system because
“nothing” has gone wrong. For instance, one study found that al-
though the users felt that they had retrieved most of the right texts
(i.e., that recall was high), in fact, they had only retrieved a mere
25% of the relevant texts [2].

A recurring problem is retrieving too much information, only
some of which is really relevant. Bringing in specifics of the case
at hand is one way to deal with this sort of problem. This is what
an experienced user does and what the vendors of such systems
recommend. That sort of information is exactly the kind used by
CBR systems. In addition to facts of the current case, informa-
tion from known relevant precedents, past successful approaches
to similar retrieval problems, particular knowledge of the domain,
etc. can also be used. By being smart about query formation
and other manipulations of the system, a user can drive a standard
text-based retrieval engine to produce good results. We would like
this to happen automatically without the currently assumed level of
intervention or expertise on the part of the user.

Thus we have two well-developed technologies, each with its
own strengths and limitations. CBR is highly intelligent but limited
in its reach and IR is broadly applicable but not able to reason in
any depth. Consequently, a natural approach is to form a hybrid
system to produce results or functionalities unachievable by either
individually.

Our goal in this project is to take advantage of the strengths
of both CBR and IR in order to retrieve documents that are highly
relevant to a problem case from a standard IR collection without
the need for creating symbolic case representations for documents
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Figure 1: Overview of hybrid CBR-IR Architecture

in the collection. In particular, we address the issue of how to
automatically formulate good queries based on a problem situation
in order to perform retrieval from large text corpora. We would
like to extend our case-based retrieval to the IR context without
sacrificing the high accuracy of CBR retrieval and without enlisting
the aid of an army of knowledge engineers to re-tool available text
collections.

Our hybrid CBR-IR approach combines knowledge-basedCBR
with text-based IR. It allows the results of the small-scaled CBR to
be leveraged to dramatically larger text collections. Our approach
works to the benefit of both CBR and IR by extending the reach of
CBR and adding knowledge-based methods to traditional IR.

In the next section, we give an overview of our approach and
in Section 3 run through an example. Section 4 describes our use
of relevance feedback. Other methodological details are given in
Section 5. Section 6 discusses the experiments, Section 7 analyzes
the results, and Section 8 summarizes this work.
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Our hybrid CBR-IR system works by first performing a standard
CBR analysis of the input problem case and then using the results
of the CBR analysis to drive text-based document retrieval. In
particular, our system first uses its HYPO-style CBR module ([1]
[11]) to analyze the problem case with respect to the cases that
are represented in its case-knowledge-base (CKB). This produces a
sorting–actually a partial ordering–of cases relevant to the problem
case according to how on-point they are (based on the model of
relevance and on-pointness used in HYPO-style systems). The
result of this CBR analysis is represented in a so-called claim lattice.

Next, our hybrid CBR-IR system selects a small number of
certain special kinds of important cases from the claim lattice; for
instance, the most on-point cases (i.e., maximal cases in the on-
point ordering). Then texts associated with these selected cases
are passed to a modified version of the relevance feedback (RF)
mechanism of the INQUERY IR system [3], which then generates a
standard query consisting of the top 0 terms or top 0 pairs of terms
generated from these texts. In the work reported here, for the texts
we use the full texts of the court opinions. We call the set of cases
selected from the CBR module’s CKB and whose texts are given to
the RF mechanism the RF-CKB. In this work we have experimented
with a variety of RF-CKB’s. They are discussed below in Section
5.2.

The query is then submitted as usual and full-text documents
are returned to the user. Statistics on the results of such queries
are given in Section 7. Note, the system performs no analysis on

these texts. That would require natural language understanding of
an unprecedented scale.

Ordinarily, INQUERY would not engage in relevance feedback
until a retrieval, based on user input, had been made and a set of
documents retrieved and presented to the user. In effect, our system
uses “feedback” in the form of the RF-CKB on a null query. Our
system’s use of relevancefeedback, in effect, tells the IR component
that the cases found through the CBR analysis are highly relevant
and that INQUERY should retrieve more like them.

Note that while the CBR analysis is done with respect to the rel-
atively small CKB available to the CBR component, and relevance
feedback is done with respect to the even smaller set of special
cases in the RF-CKB, the IR can be performed with respect to a
text collection of arbitrary size. Instead of the user initiating the
retrieval by making up a query, in our approach the user begins by
inputting facts of a case. In effect, our system leverages its own
“in-house” analysis of the problem case to a full-blown retrieval
from an outside document base.

The IR document corpus may be many times larger than the
case base available to the CBR system. In one of our application
domains, an area of tax law, the full-text collection is 500 times
larger; in the other it is about 20 times larger. Since items in
the larger document corpus are only “represented” in text form,
they are not amenable to knowledge-based methods, in particular
indexing and retrieval techniques used by CBR, and thus would not
ordinarily be usable by standard CBR. On the other hand, any form
of knowledge-intensive reasoning of the kind at the core of CBR is
not possible in the text collection by IR.

Of course what the user gets back is a set of documents, not a
nicely polished CBR analysis or argument; this is up to the user.
However, the user has been able to perform an intelligent, problem-
based retrieval from a large collection ordinarily outside the reach
of the CBR system.

Background on HYPO-style CBR
In the CBR portion of the system, we use a CBR engine of

the HYPO-style, with which we have had extensive experience [1],
[10], [11], [12], [13], [15].

In brief, HYPO-style CBR systems work as follows. First, a
problem case is input and analyzed to see what dimensions, some-
times also called factors, are applicable in the problem case. Di-
mensions address important legal aspects of cases and are used both
to index and compare cases. They represent different argumentative
approaches for dealing with an issue.

Second, any case in the case-knowledge-base sharing at least
one applicable dimension with the problem case is retrieved. These
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are considered the minimally relevant cases.
Third, these relevant cases are sorted according to a model of

on-pointness. In this sorting, which results in a partial order, Case
A is considered more on-point than Case B if the set of applicable
dimensions A shares with the problem case properly contains those
shared by B and the problem case. Maximal cases in this ordering
are called most on-point cases or mopc’s. The result of sorting the
cases can be shown in a so-called claim lattice. (See Figure 2 for an
example.) Those cases on the top level of the lattice are the mopc’s.
The problem case is the root node. Note, our CBR systems use the
claim lattice as a starting point for various other aspects of CBR,
such as the generation of arguments or creation of hypotheticals.
However, in this project, we only make use of the claim lattice.

We did not design new case representations for this project (i.e.,
for representing problem cases and cases in the CKB). Rather, we
used pretty much as is the representations developed in two past
CBR projects from our lab: CABARET [15] and BankXX [13] [12].
Both of these projects use a standard frame-based representation for
cases, in which specific facts fill designated slots. CABARET was a
mixed paradigm system that used case-basedand rule-based reason-
ing to analyze cases in an area of tax law dealing with the so-called
home office deduction, as specified in Section 280A(c)(1) of the
Internal Revenue Code. BankXX is a CBR system that uses an
architecture based on heuristic search to guide retrieval of infor-
mation important for case-based argument in an area of bankruptcy
law dealing with the good faith requirement for approval of personal
(Chapter 13) debtor plans, as specified in Section 1325(a)(3) of the
Bankruptcy Code.

1 243.�5(7648 '
To better illustrate the approach of our system we run through the
following scenario based on a real personal bankruptcy case, the
Easley 9 case. Suppose a client, Mr. Easley, approaches a lawyer
about his attempt to file a personal bankruptcy plan. The Bankruptcy
Court has denied approval of the plan because it fails to meet the
good faith requirement. However, Mr. Easley believes that he does
satisfy the requirement and wants to appeal the court’s decision.
He tells the lawyer various facts concerning his problem case. The
lawyer inputs these facts to our system.

Having practiced in this area of law, the lawyer has knowledge of
a set of past bankruptcy cases and their outcomes. Assume she has
represented these in her own in-house case base, which is used by
the CBR portion of our system. The system begins by performing
a CBR analysis of her client’s problem case, with respect to this
in-house case base. The results of the CBR analysis are given in a
claim lattice.

With Easley as the problem case and and a corpus of 45 hand-
coded legal cases, originally used in BankXX, as the CKB, Figure
2 shows the resulting claim lattice. Note, the Sheets, Rasmussen,
Dos Passos, and Ali cases are the most on-point cases.

Although the CBR system has analyzed only a subset of all
the existing home office deduction cases, those in its CKB, the
system now uses this analysis to search for additional relevant cases
within a larger corpus of legal texts, say those available through the
WestLaw R

 
Federal Bankruptcy Case Law collection.

To perform this search, the system formulates a query by em-
ploying relevance feedback on a small set of special texts–the RF-
CKB–selected from the claim lattice’s cases. For instance, the
mopc’s are a good choice for use as an RF-CKB since they are the
most highly similar cases to the problem case.

Specifically, our system uses texts (i.e., the case opinions) asso-
ciated with the cases in the RF-CKB as the set of marked, relevant
documents for relevance feedback. To do this, the CBR module:

In re Easley, 72 B. R. 948, 950 (Bankr. M.D. Tenn. 1987)

EASLEY

MYERS

FLYGARE

SOTTER MAKARCHUK

ESTUS HAWKINS SEVERS

SHEETS DOS PASSOS

ALIRASMUSSEN

Figure 2: Claim lattice for the Easley case.

passes the indices for these documents over to the relevance feed-
back module within the INQUERY system.

The relevance feedback module then selects and weights the top
terms or pairs of terms from within these CBR-provided texts and
forms a query. INQUERY acts on the query in the usual way to
return a set of relevant documents from the larger collection. The
system returns to the lawyer this set of highly relevant documents,
some of which she already knows about since they were in her
own personal CKB, to use in her research on Mr. Easley’s legal
problem. Of course, she has to read through and analyze these
documents on her own. However, without any need for formulating
queries or cleverly manipulating the retrieval engine, she has been
able to access a large on-line document collection in a problem-
based manner.

; <='�8 '%,.�5��>'@?.'.'%�������ACBD�����58 '
Relevance feedback is a method for improving retrieval by having
the user assess whether the retrieved documents are relevant to their
information need. Relevance feedback has been found to improve
precision by up to 40–60% [16]. Using information derived from the
user-denoted relevant texts, a relevance feedback algorithm alters
the weights of the terms in the original query and/or adds additional
query terms. In all cases, the modified query is submitted back to
the IR engine.

There are several variables subject to manipulation in relevance
feedback experiments. They are:

1. the importance of the original query (re-weighting of the
original terms),

2. the number of relevant documents to use,

3. the number of new terms to add,

4. the selection metric for finding terms to add from the relevant
documents, and

5. the weighting metric for the new terms.

We add one additional variable, that of the type of term to add.
For this paper we restrict these to be either terms or pairs of terms
that must be found within a specified window or proximity. We use
the same model for our pairs as was used for proximity pairs in [6].
We do not vary the selection metric nor the weighting metric, but
use those developed by Haines and Croft [8]. They conducted a
series of experiments using differing term selection and weighting
schemes on two collections. One of their collections is very similar
to the one used here: full-text legal cases. Therefore, we used
their recommended term selection and weighting formulas. The
selection and weighting criterion are described below.

For these experiments, there is no “original query,” per se.
Instead, the relevance feedback mechanism is given a null query
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and a small number of legal texts, the RF-CKB, as its set of relevant
documents. (See Section 5.2 below.) Because there is no original
query to modify, re-weighting the original terms does not apply.
The new query strictly consists of terms or pairs of terms found
from within the RF-CKB.

The relevance feedback mechanism calculates the top terms
within an RF-CKB. It then appropriately weights them and submits
these terms as a new query against a large corpus of legal texts.
Therefore, our experiments only vary the second and third consid-
erations, that is: the number and set of relevant documents to use,
that is, the RF-CKB, and the number of terms (or pairs of terms) to
use.

Term Selection
To estimate the value of the words in describing the content of

a text, it is desired to find terms that occur often enough within a
document to describe it, yet also occur throughout the document
collection with a frequency that is indicative of the number of
relevant documents. For the selection of the top terms in this
set of experiments, we used E�F>GIHCJLK�G�H=M . Rdf is the number of
documents in the RF-CKB in which the term appeared. Idf isNPO>Q E%RTS�U�U�V�R�WYXPS[Z]\�XP^	V_Y` M , where df is the total number of documents in
the collection in which the term is found.

Term Weighting
To weight the selected terms, the following formula, or a vari-

ation on it, is frequently used: a[H7J NYO�Q E)RTS�U�U�V�R�WYXPS[ZL\�XY^	V_Y` M . Tf is the
number of times a term occurred and aids recall. The second term
is idf. We used a slightly different formula for weighting the top 0
terms: F%a[HbJ-E NYO>Q E.RTS�U�U�V�R�WYXPS[ZL\�XY^	VW ` M�c�dCe�fgK�G�H=M . Rtf is the number of
times the term appeared within the set of relevant documents. In
this case, the number of times a term was in the RF-CKB. This is
different from rdf in that this is the raw count within the RF-CKB.

The top 0 terms are weighted and surroundedby a weighted sum
operator to form the new query. An example query incorporating
the top 10 terms is:

#WSUM(1.000000 1.720030 unacceler 0.860015
joinder 0.816118 sweep 0.816118 unapp 0.918787
alley 0.860015 sizabl 0.886941 realm 0.860015
appurten 0.868806 beaver 3.264471 hazard)

h BC'.�	i����5��8 �5j4����584���.kT�5
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In this section we provide background on the experiment domains,
selection of the RF-CKB’s, building of the collections, and the
creation of the relevance files or “answer” keys.

h=l�� mn
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We have experimented with our approach in two domains thus far:

1. the home office deduction (HOD) domain, which was the
domain used by CABARET [15]; and

2. the good faith bankruptcy domain, used by BankXX [13].

CABARET’s original case base consisted of 36 real and hypotheti-
cal cases concerning the home office deduction,whose requirements
are given in Section 280A(c)(1) of the Internal Revenue Code. For
this project, we used 25 cases from the CABARET case base.
BankXX’s original case base consisted of 55 cases concerning the
“good faith” issue for the approval of debtor plans under Chapter
13 of the Bankruptcy Code, specifically in Section 1325(a)(3). For
this project, we used the 45 decided after 1981.

In each domain, we have run a series of experiments by sub-
mitting problem cases, chosen from one of these two case bases.
When a case is used as a problem case, the system treats it in a de

novo manner. When a case is run in a de novo manner it is deleted
from the CKB and is analyzed as though never before seen by the
system. The rest of the cases in the CKB become the cases against
which it is analyzed. So far we have run experiments with 4 home
office deduction cases and 3 bankruptcy cases as problem cases.

The bankruptcy problem cases were restricted to those cases
from the BankXX corpus which were considered meaty, that is,
they contained more than a set threshold of cited cases, theories,
etc. in their opinions. We restricted ourselves to these meaty cases,
since so many of the cases in the BankXX case base have very
sparse hand-coded answers, which creates evaluation problems, for
instance, instabilities in precision-recall statistics [14].

h=l�! <r?.s	tvu-wyx �-z{t|���	'.�}kT�5
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For the home office deduction domain, we have experimented with
several problem cases. The Weissman � case was the first with which
we experimented. (The Weissman case is discussed in [15].) For
each problem case, we experimented with different RF-CKB’s. For
Weissman, we examined the queries and resulting precision-recall
results (see Figures 4 and 5) derived from six different types of
RF-CKB’s:

1. RF-CKB1. This RF-CKB consists solely of the set of
mopc’s. For the Weissman fact situation, there are four such cases.
Coincidentally, this set of four cases happens to be pure in the sense
that there are no other issues under consideration in them besides
that of the home office deduction. An impure case discusses the
home office deduction and one or more other issues. Of the 25
cases in the CBR module’s CKB case base, seven cases are not
pure. Within the other 103 home office deduction cases from the
entire HOD-corpus, fewer than 10 were pure. In Figure 3, this
RF-CKB is referred to as Mopc/Pure.

2. RF-CKB2. This RF-CKB, labeled 5 Impure, consists of
only impure cases; a random selection of five of them from the
Weissman claim lattice. RF-CKB2 tests the ability of relevance
feedback to discriminate important terms from non-relevant ones
within noisy texts.

3. RF-CKB3. This RF-CKB, labeled Mixed, is the union of
RF-CKB1 and RF-CKB2 and so has both pure and impure texts.
RF-CKB3 has the advantage of having a large number terms from
which to select the important ones.

4. RF-CKB4. This RF-CKB, labeled 8 Pure, contains all
the pure texts from the top two layers of the claim lattice. It is
comprised of the four mopc’s and four additional cases from the
second level for a total of eight texts.

5. RE-CKB5. This RF-CKB, labeled 7 Impure, encompasses
all the impure texts in the CBR module’s CKB of 25 cases. There
are 7 such cases.

6. RF-CKB6. The final RF-CKB uses all the cases in the Top
Two Layers of the claim lattice. It contains 11 cases: eight pure
texts (RF-CKB4) and three impure. Since it includes the top two
layers, it contains RF-CKB1 consisting of only the mopc’s.

After conducting experiments with these RF-CKB’s and the
Weissman case, we narrowed our focus. For further experiments
in both domains, we only used RF-CKB1 and RF-CKB6 as they
related to the new problem case. That is, from the claim lattice
generated for each problem case, we used (1) the mopc’s as RF-
CKB1 and (2) the top two layers of that claim lattice as RF-CKB6.

h=l�1 w�����8 �5����j��	i�'{oq��%�4(]')����t���8�8 '.����������
To test our approach, we needed a collection of documents that
includes cases that both the CBR and IR systems knew about. We
thus constructed two test document collections against which to run
retrieval experiments:�

Weissman v. Comm., 751 F.2d 512 (2d Cir. 1984).
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RF-CKB1 RF-CKB2 RF-CKB3 RF-CKB4 RF-CKB5 RF-CKB6
Original Mopc/ 5 9 8 7 Top 2
FSupp Pure Impure Mixed Pure Impure Layers

Number of Documents 11953 4 5 9 8 7 11

Unique Terms in 142749 1242 2430 2885 1952 2941 2767
Collection
Average Unique Terms 530 477 842 680 516 834 589
per Text
Average Text Length 3250 1254 3321 2402 1533 3353 2031

Figure 3: RF-CKB sizes for the Home Office Deduction Experiments with the Weissman case.

1. in the home office deduction domain, the test corpus, called
the HOD-corpus, consists of over 12,000 legal case texts from
a variety of legal areas;

2. in the bankruptcy domain, the test corpus, called the Bank-
ruptcy-corpus, consists of over 950 legal texts addressing
the issue of approval of a debtor’s plan, as specified in Sec-
tion 1325(a); the good faith sub-issue is discussed in Section
1325(a)(3).

The HOD-corpus contains cases addressing a great many legal
questions. It was built by adding approximately 200 cases to an-
other already existing, nearly 12,000 document collection, called
the West or FSupp collection, [8], [18]. The additional texts came
from the cases found in the CABARET CKB and those found when
the query “home office” was posed to the on-line WestLaw R

 
Federal

Taxation Case Law database. We restricted the query cases to be
between January 1986 and November 1993 and removed all redun-
dant cases. The new collection contains 12,172 texts, of which, 128
cases discuss taking the home office deduction. Therefore, only
about 1% of the cases in the HOD-corpus address the home office
deduction (280A(c)(1)) issue we are interested in. Using the query
280A we achieve an average precision of 81.1%.

On the other hand, the Bankruptcy-corpus contains cases deal-
ing only with the specific issue of debtor plan approval, as given in
Section 1325(a). We built this corpus by downloading all the cases
between 1982 and 1990 that were found with the query 1325(a) to
the WestLaw R

 
Federal Bankruptcy Case Law database. It contained

all but the 10 earliest cases from the original 55-case BankXX CKB.
In the Bankruptcy-corpus about 40% (385 cases) make specific ref-
erence to the narrower “good faith” issue. Thus, this corpus is
very focussed. The simple one-phrase query good faith against this
corpus results in an average precision of 89.3%; this high value
indicates that a high proportion of “good faith” cases actually use
that phrase and that cases on other issues do not.

Home office deduction cases often discuss more than just the
home office deduction (280A(c)(1)) issue. In fact we found that as
many as seven or more other issues might be covered within such
a case. On the other hand, we found that most of our bankruptcy
cases only addressed the one “good faith” (1325(a)(3)) issue. Not
surprisingly, the home office deduction cases vary significantly in
length–anywhere from one to 20 or more pages in length–whereas
the bankruptcy cases tend to be on the shorter side,running generally
less than 10 pages. For comparison purposes, Figure 3 gives the
total number of unique terms in each RF-CKB for the Weissman
case as well as the average number of unique terms for a text and the
average document size for each RF-CKB. Figures for the original
FSupp collection are given as well [8].

h=l ; �q���&/q')
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For each problem case, we constructed an “answer key” that spec-
ified the documents to be considered as relevant. In the home
office deduction domain, we used a very broad sense of relevance:

any of the 128 cases from the HOD-corpus that actually concerns
a taxpayer trying to take the deduction is considered relevant to a
problem case. Thus, all problem caseswere assignedthe same set of
texts as the correct answer, which includes those which CABARET
would have considered on-point.

In the bankruptcy domain, we have two senses of the correct
answer:

1. a general correct answer, much like that in the home office
domain, in which a case must simply address the “good faith”
issue; and

2. a problem-specific answer that consists of the documents for
cases actually cited in the problem case.

We were able to use the second stricter definition of relevance be-
cause we already had hand-coded answers for individual problems
available from our empirical evaluation of the BankXX system [14]
in which we compared the sets of items (e.g., cases, legal theories)
retrieved by BankXX against those actually mentioned in a case.
Creation of this set of answers had been a laborious task.

��*-,%'�
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For each RF-CKB that we experimented with, the relevance feed-
back module selected, weighted, and formed a query with the top
5, 10, 15, 20, 25, 50, 100, 150, 200, 250, 300, 350, and 400 terms
found in the RF-CKB. The maximum length query was 400 terms
due to a limitation within the relevance feedback module. There-
fore, longer queries, such as all of the terms from within a RF-CKB,
were not tested.

We initially tested queries generated by each of the six RF-
CKB’s described above (Section 5.2) with the Weissman case as the
problem case. Results from the term experiments on the Weissman
case are shown in Figure 4. Based on the results from this initial set
of experiments, we tried using other home office deduction problem
cases. However, we focused on RF-CKB1 and RF-CKB6 from the
original half-dozen RF-CKB’s to select our texts for the relevance
feedback module. We also selected three problem cases from the
bankruptcy domain and again used these same two RF-CKB’s for
use in the feedback module.

For each of the original six RF-CKB’s and the Weissman prob-
lem case we also experimented with pairs of co-occurring terms:
the relevance feedback module selected, weighted, and formed a
query with the top 5, 10, 15, 20, 25, 30, 35, and 40 pairs found in
the RF-CKB. For the Weissman RF-CKB’s we also examined the
top 50 and 100 pairs. (See Figure 5.) Window sizes ranged from
3 to 10, plus 15, 20, and 25 for some RF-CKB’s. For experiments
other than with the Weissman case, we only ran window sizes of 10
or less because the larger window sizes yielded worse results and
were computationally much more expensive for all six RF-CKB’s.
We again examined both the mopc and top two layer RF-CKB’s
(RF-CKB1 and RF-CKB6, respectively) for the pairs experiments
with other problem cases.
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Eleven point precision and recall tables were generated for each
query. Figure 4 gives the average precisions for the six RF-CKB’s
on the Weissman case with different numbers of terms to form a
query.

RF- RF- RF- RF- RF- RF-
CKB1 CKB2 CKB3 CKB4 CKB5 CKB6

Num Mopc/ 5 9 8 7 Top 2
Terms Pure Impure Mixed Pure Impure Layers

5 40.6 55.2 83.8 39.5 53.1 39.9
10 38.6 54.0 86.7 42.5 63.8 83.8
15 36.3 88.1 86.5 83.0 66.8 83.7
20 79.3 90.7 86.3 83.1 68.4 85.3
25 79.0 87.6 88.8 83.8 68.1 89.0
50 78.9 87.5 89.3 88.1 85.7 89.0

100 81.2 87.5 88.5 88.5 83.5 90.3
150 85.9 87.5 88.4 89.0 83.5 90.2
200 86.6 88.2 88.4 88.9 83.5 90.2
250 87.4 86.5 88.3 89.2 83.6 90.5
300 87.6 86.5 89.2 89.2 82.0 90.2
350 86.4 86.0 89.1 88.5 80.7 89.8
400 85.4 85.4 88.8 88.8 81.9 89.3

Figure 4: For the top 0 terms, the 11 point average precision scores
achieved with the Weissman RF-CKB’s.

RF-CKB1, the mopc/pure texts, takes the longest to find a good
set of terms and weights. It is not until there are between 51 and
100 terms that a query achieves an average precision exceeding
the baseline of 81.1%. The small impure RF-CKB2 achieves this
average between 11 and 15 terms and the mixed RF-CKB3 needs
5 or less terms. Overall, RF-CKB6 achieves the best set of average
precisions, RF-CKB4 next, and RF-CKB5 the worst.

Every RF-CKB results in improvement over the baseline
average precision of 81.1% by the time 100 or fewer terms have
been included. Significant results are achieved in most cases and
in many cases the relative improvement is nearly 10%. Thus,
the hybrid CBR-IR method significantly out-scores straight IR
alone.

There is a large jump in the average precisions for most of the
RF-CKB’s. For example, within RF-CKB1, the jump is from 36.3%
to 79.3% and occurs between 16 and 20 terms. For RF-CKB2, the
jump is from 54.0 to 88.1% and happens with the addition of terms
11 to 15. This may be explained by examining the set of terms that
are added to the longer queries. It turns out that whenever the jump
occurs, both 280A and dwell are new terms. No such large jump is
apparent with the mixed RF-CKB3 and both terms can be found in
queries using 5 or more terms. Note that while 280A is an obvious
term to use in a query in the home office deduction area, dwell is less
so. However, it was found automatically by our CBR-IR hybrid.

We had expected that RF-CKB1, composed of mopc’s, would
perform the best, and were somewhat surprised at the very strong
performance of other RF-CKB’s, particularly RF-CKB6. This may
be because RF-CKB1 has (1) a limited number of smaller docu-
ments (see Figure 3) available from which to draw terms and judge
importance, and (2) is pure. By contrast, RF-CKB6 is larger (nearly
three times so), has larger documents (on the order of twice as large),
and contains a mix of pure and impure cases.

Similar results were found in other problem cases. In particular,
RF-CKB6 always scored the best overall. We feel that RF-CKB6
does so well because the top two layers in claim lattices combine
several important considerations: (1) they contain the most and

next-most highly relevant cases; (2) they usually contain a mix of
both pure and impure cases. For this reason, we feel that RF-CKB6
is an excellent candidate to use as an RF-CKB to seed the retrieval
engine. Using RF-CKB6 with a good number of terms (e.g., 100
or more) seems especially promising since including more terms
requires no added effort.

In Weissman, RF-CKB1 may be handicapped since its ability
to select high-value terms may be restricted by the purity of the
texts. Since these texts only discuss one issue, the documents will
contain many terms descriptive of the home office deduction. Yet,
because so many terms occur across all four relevant documents,
the high-value terms may be hard to discriminate and would thus be
undervalued by the RF mechanism. Discriminating the high-value
terms within the impure and mixed RF-CKB’s might be more eas-
ily done than within this pure RF-CKB. The terms descriptive of
the home office deduction comprise a smaller proportion of each
text within an impure RF-CKB, because additional issues are rep-
resented. This may aid the selection metric in finding the terms
descriptive of the home office deduction. Further, within a mixed
RF-CKB, the impure documents may provide the “noise” necessary
for these high-value terms to be more recognizable. This means, in
fact, that the query to the IR system is: “find me cases that look like
this” where for INQUERY this means: “find me cases that have
these high value terms”, and where the high-value terms will vary
according to which RF-CKB is used.

It is interesting to note that the mopc/pure RF-CKB1 had seven
terms with weights exceeding 2.0, the impure RF-CKB2 had 13,
and the mixed signRF-CKB3, 23. In fact, the largest weight in the
mopc/pure RF-CKB1 was only 3.41. This would support the asser-
tion that it is difficult to discriminate terms within the mopc/pure
RF-CKB1 and easier to do so within the other RF-CKB’s. In the
impure and mixed RF-CKB’s, there were several terms with much
larger values; in the impure RF-CKB2 use received an 8.10, and in
the mixed RF-CKB3 use received a 10.88, while Lopkoff (a case
name) was weighted at 12.30. While these numbers of high valued
terms are significantly different, it is difficult to judge whether they
make an impact on the retrieval.

It is also noteworthy that all six RF-CKB’s have more than one
peak in their curve. For example, the mopc/pure RF-CKB1 has
peaks at 5, 20, and 300 terms, and the small impure RF-CKB2 at 20
and 200 terms. (See Figure 4.) It is unexpected that there should
be multiple peaks; if the selection metric finds the most descriptive
terms, in order, and these terms are appropriately weighted in the
resulting query, then there would be a single peak when there were
sufficient terms to adequately describe the concepts involved. Ex-
panding the query with additional terms would just produce noise
and one would expect the average precision to begin declining as
more noise were added. Therefore, multiple peaks might indicate
that some of the more descriptive terms are not being as highly
ranked in the set of all terms as they could be. Further, although
they might not be selected until later, their weights compensate for
the addition of these terms, plus the addition of the other, less de-
scriptive terms. An alternative explanation is the well-known fact
that legal concepts do not have necessary and sufficient descriptors.

We ran a similar set of experiments for three other cases from
the home office deduction domain. These were Honan, Meiers,
and Soliman. � This time we used only RF-CKB1 and RF-CKB6:
that is, the mopc’s and the top two layers of the claim lattice for
generating terms.

These results were similar to those found with the Weissman
case. In two cases, the system exceeded the baseline with the mopc
RF-CKB’s (although not significantly) using only 100 or fewer
terms. The third case did not perform quite as well. It achieved
average precisions in the 70’s. For all three problem cases, using�

Honan v. Comm., T.C. Memo. 1984-253; Meiers v. Comm., 782 F.2d 75 (7th Cir.
1986); Soliman v. Comm., 935 F.2d 52 (4th Cir. 1991).
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RF-CKB6 the CBR-IR system exceeded the baseline within 15 or
fewer terms and achieved better overall results than with the mopc
RF-CKB’s. The system exceeded the baseline using RF-CKB6 by
between 8.6 and 11.9%.

Within the bankruptcy domain we selected three problem cases
and also used these two same RF-CKB’s. At this point, the
bankruptcy term results do not appear to be as spectacular. The
CBR-IR system achieved average precisions ranging from 48 to
67%. Better average precision occurs with higher numbers of terms
(150 to 400). Once again, when the system uses RF-CKB6, the
results are better than those with RF-CKB1. Random sets of four
or five documents achieved average precisions in approximately the
same range. It should be noted that the total number of documents
used by the relevance feedback module was still very small; the
largest RF-CKB only contained nine documents. Note however,
that we restricted our queries to simple terms but compared them
against a baseline query composed of a phrase.

��l ! m�����
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In a second set of experiments, we investigated generating queries
composed of pairs of terms. The pairs selection algorithm was
initially designed for use with large sets of relevant documents.
Because of the large numbers of pairs found in each document,
it became memory intensive. Therefore, the code was rewritten
to only keep track of a pair after it had been found at least four
times within a single text. If a pair did not exceed this threshold
in previous documents, it was discarded. Thus, the algorithm is
sensitive to the ordering of the documents. For our application, this
restriction severely hampers our ability to find good pairs, since
the relevance feedback module only uses a small number of texts.
The algorithm will be altered in future experiments to remove this
ordering sensitivity.

Another filter for the selection metric was that if a pair was not
contained within at least 20% of the relevant texts, it was discarded.
In our scenario, that was fine since that basically meant that the pair
had to appear at all.

For both domains and the vast majority of the RF-CKB’s, the
queries composed of pairs of terms scored higher than queries com-
posed of single terms, regardless of the number of pairs used or
the window size. Within the home office deduction domain, where
single terms achieved a percentage of average precision in the mid
to upper 80’s, pairs were in the low to high 90’s. These queries
greatly exceeded our expectations and surpassed the baseline
by 15 – 20%. (See Figure 5.)

RF- RF- RF- RF- RF- RF-
CKB1 CKB2 CKB3 CKB4 CKB5 CKB6

Num Mopc/ 5 9 8 7 Top 2
Pairs Pure Impure Mixed Pure Impure Layers

5 93.5 88.2 93.5 92.6 71.4 91.5
10 95.4 94.6 96.3 94.7 77.5 95.4
15 95.5 94.2 96.7 95.8 81.1 96.2
20 95.7 93.0 96.2 95.9 82.6 96.5
25 95.1 92.2 96.3 96.8 85.0 97.0
30 96.1 93.2 96.1 96.9 91.7 97.0
35 93.0 95.9 97.0 90.7 96.9
40 92.8 95.8 97.3 91.1 97.1
50 92.7 95.1 97.5 91.2 96.8

100 91.6 94.5 89.8 96.9

Figure 5: For the top 0 pairs, window size 3, the average precision
scores achieved with the Weissman RF-CKB’s.

In the bankruptcy experiments, queries using pairs also ex-
ceeded their single term counterparts and did so by an average of

approximately 20 percentage points. Of our three bankruptcy
problem cases, queries using RF-CKB6 exceeded those using RF-
CKB1 in two cases. Oddly, in one problem case, Rasmussen � ,
when we added in the second layer from the claim lattice, average
precision declined slightly across all window sizes.

In the bankruptcy domain, the pair scores with a given RF-
CKB were not as consistently close across the different problem
cases as in the home office deduction domain. For example, in the
home office domain, pair scores with RF-CKB1 for all four problem
cases were in the 93–96% range. Within the bankruptcy domain,
pair scores with RF-CKB1 were in the high 60’s, mid 70’s, and low
80’s, on the three problem cases.

Overall, queries generated from pairs of terms exceeded queries
generated from single terms, sometimes by 20 percentage points.
Additionally, as before with terms, co-occurring pairs found in the
RF-CKB6 texts, those texts in the top two layers of the claim lattice,
out-scored the pairs found within the mopc texts, RF-CKB1.

��t|����%8����	�����
The goal of this project is to create a system that provides access
to more cases than usually afforded by a CBR system and with
a more precise sense of relevance than provided by traditional IR
systems. In our hybrid CBR-IR approach, knowledge-intensive
reasoning is performed on a (small) corpus of cases represented in
a CBR system, and the important cases selected from this analysis,
are used to drive a traditional text-based IR system to retrieve more
like them. We use the CBR system to locate good examples of the
kind of cases we want, and the IR system to retrieve more of the
same.

Our approach integrates CBR with IR to:

� extend the range of retrievals to materials outside the scope
of the CBR system;

� leverages the strengths of each

� achieves robust, decent results with minimal effort

� requires no human in the loop, other than case entry

� is reproducible across a variety of problem cases.

In our experiments we have investigated whether, in the ab-
sence of other knowledge, a limited number of relevant full-text
documents could be used to retrieve, with a high level of both re-
call and precision, additional relevant legal case texts from a large
corpus. We have shown that using a modified version of relevance
feedback, in which we have no initial query to modify, and a small
number of well-chosen full-text documents, we can automatically
and easily produce a query that achieves good results.

For single-term queries, the results are generally best when
we use 150 or more terms. Note that since the sets of terms are
generated automatically (and efficiently) by the relevance feedback
module, the only added cost is that of INQUERY’s evaluation of the
query (which is linear in the number of terms). This is in contrast
to the situation where the user must input terms or even natural
language. Even if we are restricted to small sets of short texts that
all discuss the same issue, we achieve good results. Within the
home office deduction domain, the majority of mopc RF-CKB’s
exceeded the baseline and all of the RF-CKB’s from the top two
layers did, generally by nearly 10%. Using a large number of terms
(300-400) does not degrade the query as much as might be expected,
and, in fact, in most instances achieved results as good as or better
than queries with fewer terms. Thus, not only is there limited cost
associatedwith using this many terms, there is no detrimental effect.�

In re Rasmussen, 888 F.2d 703
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These results stand in contrast to those of Croft and Das, [5],
who found that relevance feedback may not be beneficial when
using a small set of relevant documents. We found this not to be the
case. Their belief is due to the potential lack of concept coverage by
a small set of documents. However, their documents were relatively
short; they used abstracts whereas we used full-length legal cases.
Also, in our collection, particularly in the mopc RF-CKB, the terms
(or pairs of terms) should be the most descriptive of the important
relevant concepts, because these texts describe many, if not all, of
the pertinent concepts relative to our problem case.

Overall, queries with pairs surpassed single-term queries, often
by as much as 20 percentage points. Queries derived from the top
two layer RF-CKB’s generally surpassed their mopc counterparts,
with both single terms and pairs. While we were unable to exceed
the baseline within the bankruptcy domain with either terms or pairs
of terms (exceeding an almost 90% average precision is a daunting
task), we still achieved some very high average precisions for those
queries. The home office deduction queries, of either type, almost
always were able to surpass the baseline of 81.1% – even though it
too was very high – and often by very wide margins.

Both case-based reasoning and information retrieval have their
strengths and weaknesses. We should seek to exploit the strengths
from one process by integrating it into the other where reasonable
and if it remedies a weakness. CBR and IR lend themselves to
many such cross fertilizations.
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