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Abstract Several standard text-categorization tech-
niques were applied to the problem of automated es-
say grading. Bayesian independence classifiers and k-
nearest-neighbor classifiers were trained to assign scores
to manually-graded essays. These scores were combined
with several other summary text measures using linear
regression. The classifiers and regression equations were
then applied to a new set of essays. The classifiers worked
very well. The agreement between the automated grader
and the final manual grade was as good as the agreement
between human graders.

1 Introduction

Researchers have attempted to automate the grading of
student essays since the 1960’s [12]. The approach has
been to define a large number of objectively measurable
features in the essays, such as essay length, average word
length, etc. and use multiple linear regression to try to
predict the scores that human graders would give these
essays. Even in this early work, results were surprisingly
good. The scores assigned by computer correlated about
.50 with the English teachers who provided the manually
assigned grades. This was about as well as the English
teachers correlated with each other. Another approach
in more recent work has been to use a k-nearest-neighbor
algorithm to access the k essays most similar to the new
essay to be graded. The new essay receives a final score
which is a weighted average of grades from those similar
essays [5].

Now that students routinely produce essays by typing
them directly into computers, computer grading is being
revisited as a practical possibility. While there is a well
justified resistance to letting the computer be the sole
judge of the quality of student’s work, it can play a useful
auxiliary role. It could provide automated feedback for
practice essays on the web. The computer grader could
replace one human grader in cases where more than one
judge typically does the grading, or could supplement the
judgment of a classroom teacher who is the sole judge of
the quality of an essay. A second human judge would
then be needed only in those cases where the human and
the computer grader disagree.
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We are interested here in comparing a new and simple
approach to computer grading of essays with the tech-
niques tried previously. The new approach is to train
binary classifiers to distinguish “good” from “bad” es-
says, and use the scores output by these classifiers to rank
essays and assign grades to them. We aim to compare
the binary classifier approach to the linear regression and
k-nearest-neighbor approaches, and to see what can be
gained by treating k-nearest-neighbor and binary classi-
fier scores as additional variables in the linear regression.

A secondary goal of this study is to go beyond pre-
vious work by assigning a discrete grade to each es-
say, and by measuring exact agreement with the human
raters. Previous work in this area has assigned con-
tinuous ranking scores to essays and used the Pearson
product-moment correlation or r, between the human
grader(s) and the computer grader as the criterial mea-
sure. The correlation does not indicate how often the
computer grader would have assigned the correct grade.
In fact, one need not even assign a grade to compute the
correlation. The correlation is computed on the contin-
uous ranking score. We assign an integral grade to each
essay and measure the agreement between the computer
grader and the human grader, as well as the correlation
between the ranking score and the manually assigned
grade.

2 The Experimental Data

We obtained five data sets from a large testing organiza-
tion. Each essay in each set had been manually graded.
The sets varied in the number of points in their grad-
ing scale and the size of the data sets. They covered
widely different content areas and were aimed at differ-
ent age groups. The first set, Soc, was a social studies
question where certain facts were expected to be covered.
The second set, Phys, was a physics question requiring
an enumeration and discussion of different kinds of en-
ergy transformations in a particular situation. The third
set, Law, required the evaluation of a legal argument pre-
sented in the question. The last two questions sets, G1
and G2, were general questions from an exam for college
students who want to pursue graduate studies. GI was a
very general opinion question intended to evaluate how
well the student could present a logical argument. G2
presented a specific scenario with an argument the stu-
dent had to evaluate. In our judgment, all the questions
except G1 required the student to cover certain points.
In contrast, a good answer to G1 would be judged less
by what was covered than by how it was expressed.

For the first three sets, Soc, Phys, and Law, the only
available manual score was based on an unknown number



Train Grades

Soc 233 50 4
Phys 586 80 4
Law 223 50 7
G1 403 232 6
G2 383 225 6

Table 1: Data sets used in automatic essay grading ex-
periments

of graders. The last two sets, GI and G2 were manually
scored by two graders. In addition to the scores assigned
by the two graders, each essay was assigned a “final”
score, which was usually, but not always, the average of
the two graders’ scores. Table 1 summarizes the char-
acteristics of each data set. The columns headed Train
and Test indicate the number of manually graded essays
in each subset of documents for each type of essay. The
column headed Grades indicates the number of points in
the grading scale for that essay.

Normally in training involving parameters, one avoids
overfitting by setting aside part of the training data as a
tuning set, and chooses parameters and methods based
on the results on the tuning set. However, preliminary
work with different divisions of one of these data sets
showed better results when all the training data were
used in all phases of training. We speculate that this is
due to the small size of all these data sets. It should be
noted that we never used the test sets for any tuning or
selection of parameters. All tuning was carried out on
the training set.

3 Experiment 1

In experiment 1, we used the first three sets of essays,
Soc, Phys, and Law. We trained Bayesian classifiers and
k-nearest-neighbor classifiers and compared their perfor-
mance with the linear regression approach using text-
complexity features. Finally, we combined everything by
using the two types of classifier outputs as variables in
the linear regression along with the text-complexity fea-
tures. In all cases, we derived thresholds to divide up
the continuum of predicted scores into the appropriate
number of each grade.

3.1 Bayesian Independence Classifiers

In experiment 1 we trained several binary Bayesian in-
dependence classifiers to distinguish better essays from
worse essays, dividing the set at different points. For ex-
ample, for essays graded on a four point scale, we trained
a binary classifier to distinguish 1’s from 2’s, 3’s, and 4’s,
another to distinguish 3’s and 4’s from 1’s and 2’s, and
another to distinguish 4’s from 1’s, 2’s, and 3’s.
Bayesian independence classifiers, first proposed by
Maron [10], are a type of general linear classifier (see the
excellent overview in [9]). They estimate the probability
that a document is a positive exemplar of a category,
given the presence of certain words in the document.
Fuhr [3] and Lewis [8] have explored improvements to
Maron’s model. Our model is similar to Lewis’s, and
has the following characteristics: First, a set of features
(terms) is selected separately for each classifier. Bayes
theorem is used to estimate the probability of category
membership for each category and each document. Prob-
ability estimates are based on the co-occurrence of cat-
egories and the selected features in the training corpus,

and some independence assumptions [2]. The two phases
of training, feature selection and training of coefficients,
were carried out in manner similar to that of [6], and are
described more fully below.

Feature Selection First, occurrences of 418 stop-
words were removed from the essays, and the remaining
terms were stemmed using the kstem stemmer [4]. Any
stemmed terms found in at least three essays in the pos-
itive training set were feature candidates. The selection
of features from this set was carried out independently
for each binary classifier as follows.

Expected mutual information (EMIM) [14] was com-
puted for each feature, and the features were rank ordered
by EMIM score. From this set, the final number of fea-
tures chosen for the classifier was tuned on the training
set of data. Classifier scores were computed for a range
of feature set sizes, for each document in the training set.
The feature set size which produced training document
scores yielding the highest correlation with the manual
scores was considered optimal.!

Coefficients The Bayesian classifier estimates the log
probability that the essay belongs to the class of “good”
documents, log P(C|Doc), as follows:

og (PAIC)/PAY)
if the test doc has feature A;
Log(PCN+D_1 1og (P(A:|C)/P(A:))
¢ if the test doc does not have A;
Where P(C) is the prior probability that any doc-
ument is in class C, the class of “good” documents,
P(A;|C) is the conditional probability of a document
having feature A; given that the document is in class C,
P(A;) is the prior probability of any document contain-
ing feature A;, P(A;|C) is the conditional probability
that a document does not have feature A; given that the
document is in class C, and P(A4;) is the prior probabil-
ity that a document does not contain feature A;. This is
based on Lewis’s binary model [7], which assigns 0’s or
1’s for feature weights depending upon whether terms are
present or absent in a document. Binary values seemed
adequate, because these essays are generally short, and
even important terms are usually only mentioned once.

3.2 K-nearest-neighbor classifier

In k-nearest-neighbor classification we find the k essays
in the training collection that are most similar to the
test essay. The test essay then receives a score which
is a similarity-weighted average of the grades that were
manually assigned to the k retrieved training essays.

In our implementation, the similarity between a test
essay and the training set was measured by the Inquery
retrieval system, a probabilistic retrieval system using
tf-idf weighting [1]. The entire test document was sub-
mitted as a query against a database of training docu-
ments. The resulting ranking score, or belief score, was
used as the similarity metric. The parameter &k, the num-
ber of top-ranked documents over which to average, was
tuned on the training set. We chose the value that yielded
the highest correlation with the manual ratings. This
process yielded values of 45, 55, and 90, for the Soc, Phys,
and Law essay sets.

LA criterion of average precision for the binary classifier yielded
very similar results.



3.3 Text-Complexity Features

The following eleven features were used to characterize
each document:

e The number of characters in the document (Chars)
e The number of words in the document ( Words)

e The number of different words in the document
(Diffwds)

o The fourth root of the number of words in the doc-
ument (Page [12] finds this to be a useful predictive
variable.) (Rootwds)

e The number of sentences in the document (Sents)
e Average word length ( Wordlen=Chars/Words)

e Average sentence length (Sentlen=Words/Sents)
e Number of words longer than 5 characters (BW5)
e Number of words longer than 6 characters (BW6)
e Number of words longer than 7 characters (BW?7)
e Number of words longer than 8 characters (BWS$)

3.4 Linear Regression

The SPSS stepwise linear regression package was used
to select those variables which accounted for the high-
est variance in the data, and to compute coefficients for
them. We performed regressions using three different
combinations of variables: (1) the eleven text-complexity
variables (2) just the Bayesian classifiers, and (3) all the
variables - the eleven text-complexity complexity vari-
ables, the k-nearest-neighbor score, and the scores output
by the Bayesian classifiers.

3.5 Thresholds

Using the regression equation derived from the training
data, we computed a predicted score for each training es-
say, and rank-ordered the essays by that score. Category
cutoffs were chosen to put the correct number of training
essays into each grade. This technique is known as pro-
portional assignment [7]. These cutoff scores were then
used to determine the assignment of grades from scores
in the test set. For the individual classifiers, cutoff scores
were derived the same way, but based on the k-nearest-
neighbor and Bayesian classifier scores rather than on a
regression score.

3.6 Measures

For this first experiment, we report three different mea-
sures to capture the extent to which grades were assigned
correctly: the Pearson product-moment correlation (r)
and two other measures of interest to testing agencies,
the proportion of cases where the same score was assigned
(Ezact) and the proportion of cases where the score as-
signed was at most one point away from the correct score
(Adjacent). Unlike the correlation, these measures cap-
ture how much one scoring procedure actually agrees with
another scoring procedure. We are particularly interested
in comparing our algorithm’s performance on these three
measures with the two human graders. We have the indi-
vidual judges’ grades only for the last two data sets, G1
and G2, which we report in Experiment 2.

Variable | Exact Adjacent r Components

Text .56 94 .73 BWBG6, Rootwds
Wordlen

Knn (45) .54 96 .69

B1 (200) .58 94 71

B2 (180) .66 1.00 .77

B3 (140) .60 1.00 .77

B4 (240) 62 98 .78

All Bayes .62 1.00 .78 B2, B3

All .60 1.00 .77 Sents, B2,B3

Table 2: Results on Soc data set

Variable Exact Adjacent r Components

Text 47 91 .56 Sents, Wordlen
Rootwds

Knn (55) 44 90 .53

B1 (320) .51 90 .61

B2 (480) .50 .89 .59

B3 (420) .55 90 .63

B4 (240) 49 89 .61 BI1B3

All Bayes .50 .89 .63 BI1,B3

All A7 93 .59 B2B3,B4
BW7,Diffwds,
Wordlen
Rootwds

Table 3: Results on Phys data set

3.7 Results

Tables 2 through 4 show the results on the first three data
sets, Soc, Phys, and Law. The column labeled Variable
indicates which variable or group of variables contributed
to the score. Teztindicates the linear regression involving
the text-complexity variables listed in Section 3.3. Knn
indicates the k-nearest-neighbor classifier alone. B1, B2,
etc. indicate the individual Bayesian classifiers trained
on different partitions of the training essays into “good”
and “bad.” All Bayes indicates the composite grader
based on linear regression of the Bayesian classifiers. All
is the grader based on the linear regression using all the
available variables. When there is a number included
in parentheses next to the variable name, it shows the
value of the parameter set for that variable. For Knn,
that parameter is the number of training documents that
contribute to the score. For the Bayesian classifiers, the
parameter is the number of terms included in the classi-
fier. The columns labeled Ezact, Adjacent, and r show
the measures described in Section 3.6. The column la-
beled Components show the variables that the stepwise
linear regression included in the regression equation for
that combination of variables. Only conditions involving
linear regression have an entry in this column.
Performance on the Soc data set appears very good,
but the Phys set is less so. Both were graded on a four
point scale, yet all three measures are consistently lower
on the Phys data set. Performance on the Law set is also
quite good. Although the Exact and Adjacent scores are
lower than on the Soc data set, one would expect this
on a seven-point scale compared to a four-point scale.
The correlations are in roughly the same range. Some
generalizations can be made across all three data sets,
despite the differences in level of performance. First,
the Bayesian independence classifiers performed better



Variable | Exact Adjacent r Components Variable Exact Adjacent r Components
Text .24 .66 .57 Rootwds Text b1 94 .86 Diffwds, Sents,
Knn(90) .40 .66 .61 BW6
B1 (50) 36 54 .60 Knn (220) 42 84 .75
B2 (120) 32 72 .75 B1 (300) 36 82 .69
B3 (300) .28 72 .74 B2 (320) AT 95 .84
B4 (300) .28 .84 .76 B3 (300) .48 94 .84
B5 (120) .36 82 .76 B4 (280) AT 92 83
B6 (160) 42 .86 .79 B5 (380) 47 94 .82
B7 (160) .32 .78 .78 B6 (600) .50 .96 .86
All Bayes .32 .84 .79 B2,B3,B6 All Bayes .50 96 .86 B1,B2,B5,B6
All .36 .84 .77 B2,B3,B6, All .55 .97 .88 B1,B5,B6,BW5H
Knn,BW6 BWG6, Sents
Rootwds,Knn
Table 4: Results on Law data set
Table 5: Results on G1 data set
than the text-complexity variables alone or the k-nearest-
neighbor classifier. In the Tezt condition, Rootwds, the
fourth root of essay length, was always selected as one Variable Exact Adjacent r Components
of the variables. In the All condition, in which all avail- Text .42 92 .83 BW5
able variables were in the regression, the length variables Knn (180) 34 84 .77
were not as obviously important. Two of the three sets B1 (600) 36 8 .77
included a word length variable ( Wordlen, BW6, BW?7) B2 (320) .48 95 .85
and two of the three sets included an essay length variable B3 (300) 46 96 .86
(Sents, Diffwds, Rootwds). In the All condition at least B4 (280) .52 9 .85
two Bayesian classifiers were always selected, but the k- B5 (300) 48 95 .85
nearest-neighbor score was selected for only one of the B6 (680) 48 95 .84
three data sets. Finally, the performance of the final re- All Bayes .52 96 .86 B1,B3,B5
gression equation (All) was not consistently better than All .52 96 .88 B1,B3,B5,
the performance using the regression-selected Bayesian BWS8, Diffwds,
classifiers (All Bayes). Rootwds

3.8 Discussion of Experiment 1

The performance of these various algorithms on auto-
matic essay grading is varied. Performance on the Soc
data set seems very good, although it is hard to judge
how good it should be. It is striking that a certain
fairly consistent level of performance was achieved using
the Bayesian classifiers, and that adding text complex-
ity features and k-nearest-neighbor scores did not appear
to produce much better performance. The additional
variables did improve performance on the training data,
which is why they were included, but the improvement
did not always hold on the independent test data. These
different variables seem to measure the same underlying
properties of the data, so beyond a certain minimal cover-
age, addition of new variables adds only redundant infor-
mation. This impression is confirmed by an examination
of the correlation matrix containing all the variables that
went into the regression equation.

Our results differ from previous work, which always
found some kind of essay length variable to be extremely
important. In [12], a large proportion of the variance
was always accounted for by the fourth root of the es-
say length, and in [5], a vector length variable was very
important. In contrast, our results only found length
variables to be prominent when Bayesian classifiers were
not included in the regression. In all three data sets,
the regression selected Rootwds, the fourth root of the
essay length in words, as an important variable when
only text complexity variables were included. In contrast,
when Bayesian classifiers were included in the regression
equation, at least two Bayesian classifiers were always
selected, and length variables were not consistently se-
lected. We speculate that our Bayesian classifiers cap-
tured the same variance in the data. An essay that re-

Table 6: Results on G2 data set

ceived a high scores from a Bayesian classifier would con-
tain a large number of terms with positive weights for
that classifier, and would thus have to be long enough to
contain that large number of terms.

4 Experiment 2

In experiment two, we used the last two data sets, G1
and G2. For these sets we had grades assigned by two
separate human judges, as well as the final grade given to
each essay. This allowed us to compare the level of agree-
ment we obtained between the automatic grading and the
final grade with the level of agreement found between
the two human graders. This comparison makes the ab-
solute levels of performance more interpretable than in
Experiment 1. The training procedure was the same as
in Experiment 1.

4.1 Experiment 2 Results

Table 5 and Table 6 summarize the results on the last two
data sets. The results on G2 are completely consistent
with Experiment 1. Bayesian classifiers were superior to
text-complexity and k-nearest-neighbor methods. The
combination of all classifiers was at best only slightly bet-
ter than the combination of Bayesian classifiers. On G1,
the exception to the pattern was that the text-complexity
variables alone performed as well as the Bayesian classi-
fiers. The combination classifier was superior to all the
others, particularly in the Exact score.



Exact Adjacent r
G1: auto vs. manual(final) .55 97 88
G1: manual A vs. B .56 95 .87
G2: auto vs. manual(final) .52 .96 .86
G2: manual A vs. B .56 .95 .88

Table 7: Comparison with Human Graders

4.2 Comparison with Human Graders

Table 7 shows the agreement between the final manually
assigned grades and the grade automatically assigned by
the combination All. For comparison, the agreement be-
tween the two human graders is also shown. The numbers
are very close.

5 Discussion

Automated essay grading works surprisingly well. Corre-
lations are generally in the high .70’s and .80’s, depend-
ing upon essay type and presumably upon the quality of
the human ratings. These levels are comparable to those
attained by Landauer et al. [5] and Page [12]. These
correlations seem high, and are comparable to the corre-
lations between human judges.

For the Fract and Adjacent measures, our algorithms
found the “correct” grade around 50-65% of the time on
the four and six point rating scales, and were within one
point of the “correct” grade 90-100% of the time. This is
about the same as the agreement between the two human
judges on G1 and G2. Other studies do not report actual
agreement between the automatic graders and humans,
nor do they mention computing a discrete grade at all.

Previous work, particularly by Page [12], has had
great success with text-complexity variables like those
listed in section 3.3. We found these variables to be ade-
quate only for one of the five data sets, G1. GI was the
only opinion question in the group. We speculate that
in this type of question, the fluency with which ideas
are expressed may be more important than the content
of those ideas. However, some of Page’s variables were
more sophisticated than ours, for example those involving
a measure of how successfully a parsing algorithm could
parse the essay. It is possible the use of more sophisti-
cated text-complexity measures would have improved the
performance.

We were surprised to find that the tuning of our
Bayesian classifiers preferred so many features. The usual
guidelines are to have a ratio of 5 to 10 training samples
per features, though others recommend having as many
as 50 to 100 [7]. We used as many as 680 features in some
of our classifiers, which seemed large, so we did some ad-
ditional post hoc analyses to see how the test results
varied with this parameter. On the training data, varia-
tions in number of features yielded quite small changes in
the correlations between the binary classifier scores and
the grade, except at the extreme low end. These vari-
ations produced larger differences in the test data. In
fact, the tuning on the training data did choose roughly
the best performing classifiers for the test data. It might
have made more sense to tune the number of features
on a separate set of data, but there were not enough
essays in this set to separate the training data into two
parts. Given that the large number of features really was
improving the classifiers, why would this be so?

Normally a classifier is doing the job of inferring
whether a document is about something or relevant to

something. One expects the core of a category to be
characterized by a few key concepts, and perhaps some
larger number of highly associated concepts. The job of
feature selection is to find these. In contrast, in essay
grading, the classifier is trying to determine whether an
essay is “good” or not. This kind of judgment depends
on the exhaustiveness with which a topic is treated, and
it can be treated many different ways, hence a very large
number of different features can contribute to the “good-
ness” of an essay.

This large number of terms in the binary classifiers is
a likely explanation of why essay length variables were
not found to be as important as in other studies of essay
grading. Length variables are summary measures of how
many words, or how many different words are used in an
essay. The scores on our binary classifiers are summary
measures that capture how many words are used in the
essay which are differentially associated with good essays.
These scores would be highly correlated with length, but
would probably be better than length in cases where a
successful essay must cover a specific set of concepts.

Another interesting outcome of the parameter tun-
ing on these data was the high value of k found for the
k-nearest-neighbor classifier. In previous work done by
us and others using k-nearest-neighbor classification for
text, values of k on the order of 10 to 30 were found to be
optimal [6, 15, 11, 13]. We were surprised to find much
higher values of k to be optimal for essay grading. A
reasonable explanation may be the following. In other
studies, the k-nearest-neighbor classifier tries to find the
small subset of documents in a database that are in the
same class (or classes) as the test document. This sub-
set allows one to find the appropriate class for the test
document from the classes assigned to the retrieved doc-
uments. The essay grading case differs, however, in that
all the documents are about the same topic as the test
document, so the grade assigned to any similar document
has something to contribute to the grade of the test essay.

This work showed the k-nearest-neighbor approach to
be distinctly inferior to both the other approaches. Re-
cently, Landauer, et al. [5] have applied Latent Semantic
Analysis in a k-nearest-neighbor approach to the prob-
lem of essay grading. They got very good results, which
suggests that the use of more sophisticated features or a
different similarity metric may work better.

In conclusion, binary classifiers which attempted to
separate “good” from “bad” essays produced a success-
ful automated essay grader. The evidence suggests that
many different approaches can produce about the same
level of performance.
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