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Abstract This paper examines the problems of learning queries and dissemination thresholds from relevance feedback in a dynamic information filtering environment. It revisits the EG algorithm for learning queries, identifying several problems in using it reliably for information filtering, and providing solutions. It also presents a new algorithm for learning dissemination thresholds automatically, from the same relevance feedback information used to learn queries.

1 Introduction

An information filtering system monitors information sources, for example newswires, to find documents that satisfy a person’s information need. The central problems in information filtering are creating an accurate representation of a person’s information need, and then determining whether a given document satisfies the information need.

Past research has shown that it is difficult for people to state their information needs precisely, but easy for them to identify documents that satisfy their information needs. These results suggest that a person’s original statement of the information need should be refined automatically, by a supervised machine learning algorithm, based upon user feedback. A large body of research addresses this problem, but does so based on assumptions that are becoming less relevant to current practice.

The predominant approach is to learn a “Routing” query. Routing queries are created by analyzing a large set of example documents that have been labeled relevant and non-relevant. The most accurate algorithms assume that documents can be examined repeatedly, usually in any order, or that potential changes can be tested on an archival collection [4, 15, 12].

A related problem is deciding how well a document must satisfy an information need in order to be disseminated. This problem of setting dissemination thresholds is usually addressed with algorithms that assume access to a large set of labeled example documents [7, 8].

These batch-oriented algorithms are becoming less relevant to current practice. Information filtering is increasingly deployed in interactive computing environments, where its users expect the system to respond immediately to any feedback they provide. There may not be sufficient time to analyze a batch of several hundred documents, or to carefully test the effects of several different adjustments to each query weight. An immediate response is required, preferably before very many additional documents are filtered.

This paper addresses the problems of learning filtering queries and their corresponding dissemination thresholds, automatically and incrementally. The work reported here was done with InRoute, a document filtering system based on a Bayesian inference network model of information retrieval and filtering [5]. However, the results reported here apply also to most statistical models of IR, including other probabilistic and vector space models.

2 Document Filtering

There are many types of document filtering environments, each with different assumptions and requirements [19, 14, 6, 18, 5]. We begin by defining what is meant by document filtering in this paper, and discussing how previously published research relates to it.

We are interested in a document filtering system that processes each document as soon as it arrives, deciding immediately whether it satisfies one or more information needs. Decisions can be influenced by information about documents already processed (“learning”); no information can be used from documents that have not yet been processed. The system should learn all it can about its environment, its users, and their needs, and it should react quickly whenever it has the opportunity to become more effective.

These requirements seem reasonable when viewed from the perspective of the filtering “consumer”, who we define as a person who wants to see important information immediately, and with a minimum of work. However, these requirements present difficulties for many of the information filtering solutions proposed in the past.

For example, it would not be acceptable to store documents for some period of time, then index them and search the index with an information retrieval system [17, 6]. This “slow filtering” approach is only acceptable when information can be disseminated slowly.

When information must be disseminated quickly, one must use a filtering system that processes documents individually, as they arrive. Filtering systems such as SIFT [18] and InRoute [5] satisfy this requirement.

Some efficiency optimizations designed for large filter-
ing services cause problems. For example, it might not be acceptable to “compile” a set of profiles to improve filtering speed, if doing so meant that people could not easily change their profiles [3]. However, it is a common user-requirement that software must run faster than it does, so optimizations that maintain flexibility and responsiveness are important.

The current state-of-the-art for creating and modifying queries from large amounts of training data is the Rocchio algorithm, augmented with Dynamic Feedback Optimization (DFO) [4]. Rocchio can be implemented as an incremental algorithm [1]. However, Dynamic Feedback Optimization is a batch-oriented algorithm that iteratively tests a large number of weight adjustments against an archival database. It is not clear how DFO can be applied in a more interactive environment.

Prior research suggested that the EG algorithm [10] is as effective at creating queries for filtering and routing tasks as Rocchio augmented with DFO [12]. This work was encouraging because EG is an incremental algorithm with well-defined theoretical properties. However, the algorithm was tested in a batch-oriented manner, in which training documents were examined repeatedly, and in random order. Later work on the TREC-5 Routing task produced less accurate results, raising doubts about the stability of the algorithm [2].

There is little published research on learning dissemination thresholds, perhaps because filtering systems have only recently been based on statistical models. Most methods tested in the TREC-5 and TREC-6 Filtering tracks depended on having access to a large set of training documents, and a cost function defining the user’s requirements for precision vs recall [7, 8]. It is not clear how well these methods would work in a more interactive environment, particularly initially, when little training data is available. Nor is it clear how these approaches to threshold-learning interact with query learning or idf adjustments.

The state-of-the-art for meeting the requirements stated above can be summarized as follows. A few filtering systems are available that are based on statistical models and also capable of disseminating documents quickly. The best algorithms for learning Routing queries are not applicable. The incremental Rocchio algorithm, and perhaps EG, can be used. There is little guidance on how to learn dissemination thresholds automatically.

3 Learning Term Weights Incrementally With EG

Prior research suggested that the EG algorithm might be as effective as Rocchio augmented with Dynamic Feedback Optimization (DFO) [12], but the experiments were not truly incremental, and later work on a different corpus failed to support this result [2]. The best one can say is that EG appears to be a promising incremental alternative worth further examination.

3.1 The EG Algorithm

A detailed description and analysis of EG is beyond the scope of this paper. Details and in-depth analysis of the algorithm can be found in [10], while [12] provides a detailed comparison of the Rocchio, EG, and Widrow-Hoff algorithms for IR tasks. We confine our attention here to a study of possible problems in applying EG to information filtering tasks.

The EG algorithm, like Rocchio, attempts to find a linear classifier that minimizes the magnitude of classification errors [10]. One can consider the classifier to be a weight vector that is applied to a set of query terms. EG imposes the restrictions that all weights must be positive, and sum to 1, neither or which is a problem for filtering queries. EG is trained on one example at a time, adjusting the weights after seeing each example. The update rule for a weight vector \( w_i \) of \( d \) features is:

\[
 w_{i+1,j} = \frac{w_{i,j} \exp (-2\eta (w_i \cdot x_i - y_i) x_{i,j})}{\sum_{j=1}^{d} w_{i,j} \exp (-2\eta (w_i \cdot x_i' - y_i) x_{i,j}')}
\]

where \( x_i \) is a vector of real-valued features representing the current document, and \( y_i \) represents the desired value of the classifier for the current document. Initial weights are typically set to \( \frac{1}{d} \).

The learning rate \( \eta \) determines how rapidly EG learns from each example. Kivinen and Warmuth suggest setting it to \( \eta = 2/(3R^2) \), where \( R \) is a value that satisfies the constraint \( \max_i \{ \max_j x_{i,j} - \min_j x_{i,j} \} \leq R \).

EG would appear to be a well-defined algorithm, with few opportunities for mistaken choices in how to apply it. However, such is not the case. Some choices that one must make in applying EG are listed below.

**Feature Representation:** EG is most easily used for Boolean problems, but can also be applied to non-Boolean features. Should one use Boolean features, or features based on \( tf.idf \) weights?

**Target Values:** What value should the classifier respond with for relevant and nonrelevent documents? Should 0 and 1 be used, or other values?

**Learning Rate:** Kivinen and Warmuth suggest one way of setting the learning rate. However, they also state that other choices may be more appropriate for noisy problems. What learning rate should one choose?

Answering these questions is our first priority.

3.2 Hypotheses

Several decades of IR research show that \( tf.idf \) features are consistently more effective than Boolean features. While it is important to verify that this remains true for the EG algorithm, our first hypothesis is that it does indeed remain true. This hypothesis is tested using InRouten’s \( tf.idf \) features [5], which incorporate Robertson’s \( tf \) weighting formula [16] and a scaled \( idf \).

Our second hypothesis is that EG is sensitive to the choice of target values intended to signify relevant and nonrelevant documents. Some algorithms, for example the Perceptron algorithm [13], are insensitive to the values chosen; all that matters is the direction of the error gradient. However, EG follows an exponentiated gradient; small variations in how the gradient is determined might have large effects on algorithm behavior.

What, then, are the proper scores to assign relevant and nonrelevant documents? It is impossible for most \( tf.idf \) classifiers to produce document scores of either 0 or 1, so these may be poor choices. We note, for example, that Lewis, et al., were careful to choose target values of 0.42 and 0.49, which were roughly comparable to “low” and “high” scores in INQUERY [12]. When weights sum to 1.0, as they do for EG, the maximum score a linear classifier can achieve is equal to its highest feature; the
minimum score is equal to its lowest feature. Our third hypothesis is that the feature values with maximum and minimum values represent better target values than 1 and 0 for relevant and nonrelevant documents, respectively.

Finally, how should the learning rate be determined? Kivinen and Warmuth provide one option, but suggest that it may be too high for noisy problems. Document filtering is a noisy problem, so one might conclude that a lower rate makes sense. However, the Kivinen and Warmuth suggestion is very conservative for real-valued features that cluster in a narrow range, as \textit{tf.idf} features often do. For example, if the difference between the maximum and minimum features is 0.1, \( \eta = 66.67 \), yielding a learning rate of \( \exp(-133.34 \delta x_{i,j}) \), where \( \delta \) is the difference between the current document score and the desired document score. In other words, the learning rate converges to 0, and nearly no learning occurs on that example.

Our fourth hypothesis is that \( R = 1.0 \), the method suggested for Boolean features, is a reasonable way to set the learning rate for problems with \textit{tf.idf} features.

### 3.3 Data

Two sets of queries and corpora were used for testing: the TREC-2 Routing queries and corpus, and the TREC-6 Filtering queries and corpus. These are referred to as the “TREC-2” and “TREC-6” corpora and queries throughout the paper. Corpus characteristics are shown in Table 1.

The initial queries for the TREC-2 task were the topic Description fields, with only stop words and leading stop phrases removed (“description-only” queries). The initial queries for the TREC-6 task were the topic Description and Title fields, with only stop words and leading stop phrases removed, and expanded with 70 related words and phrases.

### 3.4 Experimental Methodology

The TREC-2 Routing task was converted into a filtering task by presenting judged documents to EG in a random order, without replacement; each judged document was seen just once.

Although we are interested eventually in the feature selection capabilities of EG, we confined our attention to learning query-term weights in these experiments. EG was able to eliminate query terms, by driving their weights to 0, but could not add features selected from relevant documents.

Dissemination thresholds were not used. Every judged document was available for training.

Experiments were evaluated using average precision, calculated by the \textit{trec eval} program available from Cornell, as is common for TREC Routing-style tasks without dissemination thresholds. (We argue in Section 4.2 that other metrics are appropriate for filtering tasks involving dissemination thresholds.)

### 3.5 Experimental Results

The EG hypotheses discussed above would be difficult to test independently. For example, an experiment intended to compare Boolean and \textit{tf.idf} features must train on target values using some learning rate. It only makes sense to hold independent variables constant when “reasonable” values are known, or when there is reason to believe that the specific choice of values doesn’t matter. Such is not the case with this learning algorithm. A poor choice about learning rate, for example, could cripple learning irrespective of other choices.

The EG hypotheses can be mapped to three variables, representing feature type, method of setting target values, and method of setting learning rate.

**Feature Type:**
- Boolean.
- \textit{tf.idf}.

**Target Values:**
- Boolean targets \([0, 1]\).
- \([0.42, 0.49]\), as used in [12].
- \([\text{MinFeature}, \text{MaxFeature}]\), from hypothesis 3.

**Learning Rate:**
- \( R = \max_{i} (\max_{j} x_{i,j} - \min_{j} x_{i,j}) \), as suggested in [10] (called KW, in this paper).
- \( R = 1 \).

There are 12 possible combinations of feature values, but only 7 are unique and make sense. All 7 combinations were tested. The experimental results are summarized in Table 2. The baseline values were obtained with unweighted queries.

The best combinations of parameter settings all used \textit{tf.idf} features. However, the worst combination also used \textit{tf.idf} features. One can conclude that \textit{tf.idf} features do lead to more effective classifiers, as proposed by the first hypothesis, when other parameters are set appropriately.

Boolean target values were a poor choice for the \textit{tf.idf} representation, as expected. The target values of 0.42 and 0.49 performed well, confirming previously published results [12]. Target values set dynamically, based on the minimum and maximum feature values, performed poorly with the KW learning rate, but performed well when the learning rate was calculated with \( R = 1 \). This result is consistent with our expectations; when the target values are farther from “typical” document scores, a larger learning rate is required.

In five out of six pairs of tests it was better to set the learning rate with \( R = 1 \) than to set it with the Kivinen & Warmuth method. We view this as confirming the fourth hypothesis, although we are puzzled by the one exception.
Table 2: Results from an experiment comparing different methods of selecting feature type, target values, and learning rate. Each Average Precision (AvgPrec) figure represents an average of the treceval Average Precision (AvgPrec) from five tests. TREC-2 Routing queries (51-100) trained on TREC volumes 1 & 2 data, tested on TREC volume 3 data. TREC-5 Filtering queries, trained on TREC FBS 3 & 4 data, tested on TREC FBS 6 data.

The most consistent combinations of parameter settings were the one corresponding to our hypotheses (tf.idf, Min/Max, R = 1), and the one used in [12] (tf.idf, 0.42/0.49, KW). This experiment confirms each of the hypotheses presented in Section 3.2, but also confirms that the KW method of setting learning rates is appropriate when reasonable target values are known a priori.

The tested values for feature type and target values cover the space of possible choices well, but the same is not true for the tested values of learning rate. R could be set to other constant values, or it could be set as some multiple of the value suggested by Kivinen and Warmuth. We have no hypotheses about what might be best, so tests were conducted to explore a range of possible values.

For brevity, we focus only on tests using the tf.idf representation and the MinFeature / MaxFeature target values. Two types of tests were conducted. In one type, R was set to a constant value. In the other type, the value η = 2/(3R^2) was multiplied by a constant. η and the learning rate are inversely correlated; reducing η increases the learning rate, and vice versa.

The experimental results are summarized in Table 3. In general, EG performs well and is stable over a wide range of learning rates. R = 0.6 and R = 0.8 were slightly better than R = 1.0. However, as the learning rate converges to 0.0 (1.0η), effectiveness falls off. There appears to be no advantage to setting R to a constant versus multiplying η by a small constant. One must make the choice based on other criteria. For example, one might prefer setting R to a constant because it is simpler and faster.

Table 3: Results from an experiment comparing different methods of setting the EG algorithm’s learning rate. The first figures (with N/A entries) are baseline values obtained with unweighted queries. Each subsequent Average Precision (AvgPrec) figure represents the average of five tests.

4 Learning Dissemination Thresholds Incrementally

Deciding whether a document matches a query is simple under a Boolean model, but complex under statistical models. In a vector space, any document has a (possibly small) similarity to any query. In a probabilistic model, any document has a (possibly small) probability of satisfying any information need. The important question is whether the similarity or probability is high enough that the document is worth showing to someone.

The question of whether a document is “good enough” is expressed as a problem of setting a dissemination threshold. Documents with a score (similarity, probability) that exceeds the threshold are disseminated (shown to someone); documents with scores below the threshold are discarded.

The problem is complicated by the users, of course. Some people don’t want to be bothered with material unless it is highly likely to be relevant (“high precision user”). Others want to see anything that might be relevant (“high recall user”). Most fall somewhere in between.

A system can require people to specify dissemination thresholds manually, but few people can select a good threshold for a new query without significant effort. Even after observing several relevant and nonrelevant documents (obtained how?), it would be difficult for the average person to understand that a score of 0.429129 is predictive of relevance, but a score of 0.417535 is not.

A better choice is to let an algorithm set dissemination thresholds, for example based upon the same type of relevance information used for improving queries. Several batch-oriented solutions require a cost function describing a person’s preferences, and then find a threshold that optimizes for it by testing different thresholds on a training set of relevant and nonrelevant documents [7, 8].

Our interest is a solution for interactive environments. “Corpus” statistics such as idf may be adjusted as each document passes through the system, making it less clear what a “good” document score might be. Training is interleaved with filtering, and the system must actually disseminate a document before obtaining a relevance judgement. In this already complex environment the problem of setting dissemination thresholds must be addressed at the same time that the relevance feedback algorithm is adding/deleting query terms or adjusting query term weights.

4.1 An Algorithm

The requirements for an algorithm are stated simply. The filtering system only has access to relevance judge-
ments for documents that it has disseminated. In its initial state, no documents have been disseminated, so the threshold must start low enough to actually disseminate documents. The threshold rises over time, to exclude non-relevant documents that only marginally match the query. How high it rises should be a function of common relevant and non-relevant document scores, and of the user’s preferences concerning recall and precision.

One simple solution, adopted here, is to track the average scores of disseminated relevant and non-relevant documents, and then to place the threshold somewhere between the two averages. The user’s preferences with respect to precision and recall can influence where between these averages to place the threshold.

The algorithm is most at risk of setting a poor threshold when the number of disseminated documents is low. For example, if the first disseminated document happened to have a very high score, the threshold could be set so high that no other documents would be disseminated. The risk can be reduced by learning more slowly from the first ten relevant and ten non-relevant documents.

The algorithm is complicated, slightly, by its interaction with other learning that may occur simultaneously, for example query term additions and deletions, query term weight adjustments, and idf adjustments. All of these changes alter document scores, making the averages an outdated view of the previously disseminated relevant and non-relevant documents. Therefore it is important to compensate for these changes, by enabling the averages to reflect the new information.

The document scores computed for vector-space queries and most probabilistic queries are a product of a weight vector and a vector of tf.idf scores. (The weight vector is included because of the presumed use of a relevance feedback algorithm such as Rocchio or EG.) The average of a set of relevant document scores can be decomposed as follows:

\[
\text{Avg Relev} = \frac{1}{n} \sum_{i=1}^{n} \text{Doc Score}_i
\]

\[
= \frac{1}{n} \left( (w_1 \cdot T_{1,1} \cdot I_1 + \ldots + w_n \cdot T_{n,1} \cdot I_n) + \ldots + (w_1 \cdot T_{1,n} \cdot I_1 + \ldots + w_n \cdot T_{n,n} \cdot I_n) \right)
\]

\[
= w_1 \cdot I_1 \cdot \frac{1}{n} \cdot (T_{1,1} + \ldots + T_{n,1}) + \ldots + w_n \cdot I_n \cdot \frac{1}{n} \cdot (T_{1,n} + \ldots + T_{n,n})
\]

where \( T_{i,j} \) is the term weight for the \( j \)th term in document \( i \), \( I_j \) is the idf weight for the \( j \)th term, and \( w_j \) is the query term weight for the \( j \)th term.

Instead of storing the average relevant document score as a single number, it can be stored as a vector of average relevant tf scores, one per query term. Whenever the average relevant document score is needed, it can be recomputed quickly using this vector, the current query term weights, and the current idf values. This approach requires slightly more effort, but keeps the average relevant and non-relevant scores accurate during idf fluctuations, query term weight adjustments, and query term deletion. As long as dissemination thresholds are not recomputed often, the overhead is low.

The algorithm proposed above has the following characteristics:

- tolerant of changes to corpus statistics;
- tolerant of changes to query terms, and query weights;
- somewhat responsive to user preferences with respect to precision vs recall; and
- not misled by the occasional low-scoring relevant document or high-scoring non-relevant document.

These characteristics make it well-suited to most interactive filtering environments.

4.2 Metrics

It is generally accepted that metrics for ranked retrieval are not adequate for measuring filtering systems that use dissemination thresholds [11]. The TREC-5 and TREC-6 Filtering tracks adopted set-based measures of the form:

\[
\alpha \cdot R_f - \beta \cdot N_f - \gamma \cdot R_m
\]

where \( R_f \) is the number of relevant documents found, \( N_f \) is the number of non-relevant documents found, and \( R_m \) is the number of relevant documents missed. The TREC-6 F1 measure, for example, set \( \alpha = 3, \beta = 2, \) and \( \gamma = 0, \) to simulate a person interested in high precision. The TREC-6 F2 measure set \( \alpha = 3, \beta = 1, \) and \( \gamma = 1, \) to simulate a person interested in high recall.

The F1 and F2 measures reflect the cost/benefit ratio of reading the entire set of documents. However, because the components are not scaled, the numbers can be difficult to interpret. A score of -20 could reflect a system doing well on a large set, or a system doing poorly on a small set.

Precision and recall over a set of disseminated documents are easier for most people to understand. When a single metric is required for comparing results, a weighted average of precision and recall can be used. For example:

\[
(\alpha \cdot P + \beta \cdot R) / (\alpha + \beta)
\]

where \( \alpha \) and \( \beta \) reflect the relative importance of precision and recall to a particular person.

In this paper, filtering experiments are measured by several metrics: TREC-6 F1, TREC-6 F2, precision, recall, and two weighted averages of precision and recall. We hope that one or more of them will be useful to the reader. Table 4 illustrates how each metric behaves on four artificial examples.

4.3 Experimental Methodology

The TREC-6 Filtering methodology [8, 9] was adopted for these experiments. The filtering system starts with an "Ad-hoc" query, and receives relevance feedback whenever it disseminates a document during the training phase. Queries and thresholds are then frozen and tested on the test set. This methodology is not ideal for simulating an interactive environment, but it is to some extent an accepted methodology. Using it makes the work described here comparable to work reported at TREC.

The default relevance feedback algorithm in InRoute, an incremental Rocchio algorithm [1], was used to learn queries. The default settings were used, which allowed up to 10 query terms to be added to the query.
<table>
<thead>
<tr>
<th></th>
<th>Small Set, Medium Recall</th>
<th>Small Set, High Recall</th>
<th>Large Set, Medium Recall</th>
<th>Large Set, High Recall</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Retrieved:</strong></td>
<td>20</td>
<td>30</td>
<td>200</td>
<td>300</td>
</tr>
<tr>
<td><strong>Relevant:</strong></td>
<td>8</td>
<td>8</td>
<td>80</td>
<td>80</td>
</tr>
<tr>
<td><strong>Rel set:</strong></td>
<td>4</td>
<td>6</td>
<td>40</td>
<td>60</td>
</tr>
<tr>
<td><strong>Set Precision:</strong></td>
<td>0.2000</td>
<td>0.2000</td>
<td>0.2000</td>
<td>0.2000</td>
</tr>
<tr>
<td><strong>Set Recall:</strong></td>
<td>0.5000</td>
<td>0.7500</td>
<td>0.5000</td>
<td>0.7500</td>
</tr>
<tr>
<td>TREC-6 F1:</td>
<td>-20</td>
<td>-30</td>
<td>-200</td>
<td>-300</td>
</tr>
<tr>
<td>TREC-6 F2:</td>
<td>-8</td>
<td>-8</td>
<td>-80</td>
<td>-80</td>
</tr>
<tr>
<td>3P:1R:</td>
<td>0.2750</td>
<td>0.3375</td>
<td>0.2750</td>
<td>0.3375</td>
</tr>
<tr>
<td>1P:2R:</td>
<td>0.4010</td>
<td>0.5685</td>
<td>0.4010</td>
<td>0.5685</td>
</tr>
</tbody>
</table>

Table 4: The behavior of four metrics on different types of experimental results.

Tests were conducted with the thresholds set at 0%, 25%, 50%, and 75% of the difference between the average non-relevant and average relevant document scores. (A threshold at 0% is set at the average non-relevant document score.) The goal was to investigate the results the system would produce when the threshold was placed at different points between the “High Precision” (75%) and “High Recall” (0%) ends of the spectrum.

A “batch-oriented” Routing query was also created, as a state-of-the-art reference point against which to compare the incremental queries. The Routing query contained 50 additional terms, and 50 proximity operators each for distances 1, 5, and 20 [2]. For this comparison only, filtering output, using thresholds, was converted to a ranked list by sorting on document score. The usual Routing output (no thresholds, top 1,000 documents per query) was used. Results were evaluated using the Average Precision metric.

Two sets of queries and corpora were used for testing purposes: the TREC-2 queries and corpus, and the TREC-6 queries and corpus. The corpora characteristics are described in Section 3.3.

### 4.4 Experimental Results

The experimental results are shown in Figures 1 and 2. The precision of the learned thresholds for the TREC-6 queries is 28% to 35%, while recall is 10% to 43%. The thresholds for the shorter TREC-2 “description only” queries yield precision of 17% to 24%, and recall of 24% to 42%.

These results indicate that reasonable dissemination thresholds were learned, in spite of the constant adjustment of idf values, the tuning of query term weights, and the addition/deletion of query terms. The results for the TREC-6 queries are preferable to the results for the TREC-2 queries, which may be due to the improved initial ad-hoc queries (recall that the TREC-6 queries were expanded with query expansion, whereas the TREC-2 queries were not).

Weak correlations between lower thresholds and improved recall were apparent in both tests; in each test, three out of four lower thresholds produced higher recall. Lower thresholds were also weakly correlated with lower precision on the TREC-2 data, but not on the TREC-6 data. The results can be viewed as weak support for the hypothesis that precision and recall vary depending upon how the threshold is placed, but they do not confirm the hypothesis.

It is unclear why precision is not affected more strongly by lower thresholds. Lower thresholds result in more documents being used for relevance feedback, which may result in more accurate queries.

Thresholds for several queries were so high that no documents were disseminated for those queries. For example, the 75% and 50% thresholds on the TREC-6 test disseminated no documents for one query (the “Num Queries” row in Figure 1). Disseminating no documents is the appropriate response when the system is unable to learn an accurate query. Recall on the overall test set is lower when no documents are disseminated for a query, but precision is unaffected.

The queries that were learned incrementally compared favorably with the batch Routing queries in both tests. Most of the incremental tests on the TREC-6 data produced average precision within 10% of the batch Routing queries. Ranked results at recall up to 100 documents (not shown) always favored the incremental queries by a substantial margin.

The TREC-2 batch queries were much more effective than their incremental counterparts, presumably because of the shorter, “description-only” queries used in the incremental tests. However, much of this difference occurred at high recall in ranked tests. At low recall, the incremental queries were only 10-20% worse than batch queries (not shown).

One can conclude from this comparison that the filtering queries learned incrementally were not “crippled” with respect to the state-of-the-art Routing queries. It would be a mistake to conclude much more than that, given the many differences in how the queries were formed, and in how they were intended to be used.

### 5 Conclusions

Information filtering is becoming common in interactive computing environments, where people expect the system to respond quickly to any feedback they provide.

One challenge for the research community over the next few years will be to shift from batch-oriented query- and threshold-learning algorithms to equally effective incremental algorithms suitable for dynamic environments.

This paper represents a first step down that path. It revisits the EG algorithm for learning queries, identifying several problems in using it reliably for information filtering, and providing solutions. It also presents a new algorithm for learning dissemination thresholds automatically, from the same relevance feedback information used to learn queries. Collectively, these results represent an “end-to-end” solution to problems encountered in realistic, dynamic, and responsive information filtering systems.

Although the work presented here is encouraging, much remains to be done. There is not yet a direct
comparison of the effectiveness of incremental versions of Rocchio and EG. It is not clear how many query terms and proximity operators to add, nor when to add them, when relevance judgements occur only occasionally. The algorithm for learning dissemination thresholds was intended to be sensitive to user preferences with respect to precision and recall, but the experimental results suggest that it is only partially successful in this respect. Finally, we have still not shown how to satisfy a truly high precision user.
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