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ABSTRACT

We present a system for seaching and clasdfying U.S. patent
documents, based on Inquery. Patents are distributed through
hundreds of colledions, divided up by general area The system
seleds the best colledions for the query. Users can seach for
patents or classfy patent text. The user interface helps users
seach in fields withou requiring the knowledge of Inquery query
operators. The system includes a unique “phrase help” fadlity,
which helps users find and add phrases and terms related to those
intheir query.
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1. INTRODUCTION

At the Center for Intelligent Information Retrieval (CIIR) at the
University of Massachusetts we ae working with the U.S. Patent
and Trademark Office (USPTO) on a projed involving the re-
trieval and clasdfication o U.S. Patent texts, patent images, and
trademark images.

This paper describes a web-based system for the retrieval and
clasdficaion o patent text that we have implemented for the
USPTO. The intended users for the system are patent examiners
and classfiers at the USPTO. The godl is to partially automate
two aspeds of the routine work done by patent office personrel:
(1) seaching for prior art, that is, finding existing patents related
to a daimed new invention and (2) assgning the gopropriate pat-
ent classand subclassto patentsto be issued.

Notable feaures of the system include:

» Large, Distributed Colledion. The wlledion has about 1.5
milli on patents, about 55 Gigabytes of raw data, distributed
aao0ss400 coll ections.

» Colledion Seledion. Colledion seledion technology chocses
the best colledions for a query so orly a limited number of
colledions have to be searched.

» Fields. 50 fields are indexed, so users can seach for patents
by a particular inventor, or assgned to a particular company,
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etc.

» Choice of query syntax. The user interface dows users to
seach via “natural language” queries, or boolean and field
operators, or form fill-ins to do field seaches and boolean
combinations of them.

» Choice of text sources. A user can enter queries by typing
into the form, by browsing and seleding text from an ascii
file, or seleding a patent from the wlledionto use & aquery.

» Choiceof adions on text. The system can seach or classfy
the query.

» Phrase Help. A unique “phrase help” fadlity provides users
lists of phrases and terms related to query phrases, and alows
them to chocse items from the list to add to their query.

e Phrase and Compound Handling. Automatic processng of
queries to handle mmpounds and phrases in natural language
queries.

In what follows we will first describe U.S. patent documents and

the USPTO' s patent clasdfication scheme. Next, we will describe

the user interface ad qery modification ou system carries out.

Finally, we will describe the search and classficaion comporents

of our system.

2. US PATENTS

There ae over 5 milli on U.S. patents, consisting of 100-200 giga
bytes of text. (There ae dso more than 40 million pages of
bitmap images, making up 45 terabytes of data which we ae nat
seaching here). The multidatabase system we describe here in-
cludes 1.5 milli on patents from 1980-1996. This is a little over
onefourth of al U.S. utility patents, and fill s about 100 gigabytes,
55 o text and 45 of indexes. Our system aso includes a smaller
single database cvering two yeas of patents, 1995 and 1996,
consisting of around 220,000 da:uments and about 16 gigabytes
in text and indices.

Patents range in sizefrom afew kil obytesto 1.5 megabytes. They
are represented in Greenbodk format [11], which tags hundreds of
fields at two levels. We represent about 50 o thesefields. A large
number of these fields are small and nd text-like, containing
information like gplicaion number, patent number, dates of ap-
plication, of isuue, number of figures. Ancther large number of
fields are small and contain spedfic pieces of text information,
like the names and addresses of the aithors, assgnees, patent
examiners, and patent attorneys. There ae afew large narrative
text fields, which dominate the influence on natural language
queries:

e Abstraa
» Badkground Summary



» Detailed Description
e Claims

Asin many other red-world clasdfication and retrieval domains,
patents present a severe vocabulary mismatch problem. Patents or
patent applications about similar inventions can contain very dif-
ferent terminodlogy. To compound the problem, some inventors
intentionally use nonstandard terminology so their invention will
seem nore innovative and to prevent seach systems from finding
prior art. The daimsin a patent are written in legalistic language
and can be quite different in style from the rest of the patent.
Idiosyncratic legal styles and terminology can lead to spurious
simil ariti es between patents based on style rather than content.

2.1 U.S. Patent Classes and Subclasses

U.S. Patents have been manudly classfied by the USPTO into a
scheme @ntaining around 400 classes and around 135,000 sub-
clases. The dasses and subclasses form a hierarchy, with sub-
classes of subclasses of subclasses, etc. The treegoes as deep as
15 levels, but the depth varies grealy. In some domains there is
only one level of subclases below a dass and in many places
there ae only threeor four levels. Subclasses at any level can be
asdgned to patents. That is, even if a subclasshas aibclasses of
its own, the parent subclasscan be adgned to a patent. The pat-
ents that USPTO personnel placeinto higher level, more genera
nodes in the subclasstree tend to be unusual patents that don't fit
well i nto amore spedfic subclass

A patent belongs to one dasdsuhclass cdled its original refer-
ence. In addition, it can have aossreferences to other
clasgsubclasses. The average patent has three cossreferences.
In the present system, we ae atempting only to placepatents into
their unique original reference subclass The techniques we use
to classfy patents are discussd in the Clasdficaion sedion be-
low.

Class Description

Apparel

Baths, Closets, Sinks, and Spittoons

Beds

Compound Toals

Bleadting and Dyeing: Fluid Treament and Chemi-
cd Modification d Textiles and Fibers

12 Boot and Shoe Making

14 Bridges

15 Brushing, Scrubbing, and General Cleaning
16 Miscel aneous Hardware

19 Textil es: Fiber Preparation

23 Chemistry: Physicd Processes

24 Buckles, Buttons, Clasps, etc.

o~NOThAN

395  Information Processng System Organization
396  Photography
399  Eledrophotography

Table 1: A sample of patent classes

Table 1 shows asmall part of the list of 400 patent classes. Table
2 shows me of the subclasses of one of those dasss. In Table
2, hierarchicd levd is indicaed by indentation. Note that the
subclass numbering scheme does not refled the hierarchicd rela-

tions among subclases. In ou clasdfication reseach (reported
elsewhere [7]), we have been focusing on these speed-related
subclasses of class 395, Information Processing System Organi-
zation because they are particularly difficult. In the arrent sys-
tem, however, we use dl 135000+ subclasses.

The set of classes and subclasses is dynamic. A subclass can
contain up to 2000 petents. The patent officetries to keep it down
to amaximum of 200 by making new subclasss. In fad, the vast
majority of subclasses have fewer than 20 patents in them, which
makes training clasdfiers difficult. New inventions require the
continual creaion of new subclasses. Periodicdly, the PTO ca-
ries out a redasdgficaion. Sometimes existing classes are subd-
vided into new subclasses. Sometimes a set of subclasses of a
class are merged together, then subdivided again in a different
manner. After new subclasses are formed, the patents involved
may or may not be assgned to the new subclasss.

2.090 SPEECH SIGNAL PROCESSING
2.1 For storageor transmission

2.4 Recognition

2.41 Neura network

242 Deted speedin ndse

243 Normalizing

244 Speed to image

245 Spedalized equations or comparisons
2.46  Correlation
2.47 Distance
248  Similarity
249  Probability
250 Dynamic time warping
251  Viterbi trelis

252  Creating patterns for matching
253  Update patterns
254  Clustering

255 Voiceremgnition
256  Preliminary matching
257 Endpaint detedion
258  Subportions
259  Spedalized models

2.6 Word remgnition
261 Preliminary matching
262 Endpoint detedion
2.63  Subportions
264 Spedalized modds

2.65 Markov
266 Natura language
267 Synthesis

2.79 Application

Table 2: Some subclasses of class 395

Because of the dynamic nature of the subclass ystem, we ignore
the subclassinformation inside the Greenbodk format documents,
and refer instead to an asciated set of data files from the
USPTO. Thesefiles can be eaily replacel with updated versions
in order to keep the subclass ystem current, without changing the
datain the mlledions of patents.



3. SYSTEM ARCHITECTURE

The system has a dient/server architedure, with the data and
server software airrently residing on a 4-procesor Sun Ultra
Enterprise running Solaris 2.5. The data consist of 401 collec-
tions of patents. One mlledion (the single database system) con-
tains al the patents from the years 19% and 1996. The other 400
coll edions (the multi database system) cover the yeas 19801996,
divided up acording to patent class Different collecions could
be a different sites, but they happen to be on the same server at
present. The Inquery client software (including the web server) is
also currently running on a Sun Solaris ystem. The user interface
runsin aweb browser (Netscape or Internet Explorer), communi-
cating with the web server via CGl (Common Gateway Interface.

The user interfaceis written in Javascript and dynamic HTML.
The underlying seach, colledion seledion, and clasdficaion
engines are written in C. The CGI portions of the system are
written in C, Perl, gawk, and shell scripts.

4. USER INTERFACE

The system includes a user interfacethat allows users to seach
for patents or find subclasses in severd different ways. Figure 1
shows the main screen o thisinterface First, the user canissue a
guery in so-cdled natural language, for example, “1 want tech-
nology that parents can use to control television content,” or “en-
ergy-efficient windows.” Users can also enter a query using In-
query query operators, such as:

scroll bar #ield(INVT Smith) #field(ASSG Micr osoft)

to look for patents mentioning scroll bars assgned to Microsoft,
invented by Smith. The same query could ctherwise be entered
using field fill -ins as hown in Figure 1. Other dternatives are to
enter a patent number or to take text from a file, via abrowsing
mechanism.

The main screen in Figure 1 iswhat the user sees when the system
starts up, providing for a standard seach. The user can click ra-
dio buttons to choose to seach the single database for the years
1995 and 1996, or the multiple database system covering 1980
1996. The tabs dong the top alow them to seled aternate ways
to seach. Advanced seach islike standard seach, except that the
screen shows a larger number of spedfic fields. The patent num-
ber tab provides a form for the user to enter a particular patent
number.

To enter a query, the user either types the query into the text box
labeled “enter query below,” or clicks “load from file” to browse
for a file. They can further constrain the query by spedfying
terms in the illustrated field fill-ins. They can select various op-
erators for the field fill -ins, prefer, require, or reject.

Undernegh the field fill -ins is a pop-up menu for the user to se-
led how many documents they want displayed at a time. The
default is 10.

Once auser enters a query by any of the éove means, any of
three ations can be taken. They can either seach for related
patents, or attempt to find the crred patent subclass for the
query, or they can request “phrase help,” to help them get addi-
tiona phrasesfor their query.

4.1 Query Processing

Recent reseach on automatic query expansion has sown dlight
improvements, on average, when terms related to query terms are
automaticaly added to queries. For individua queries, however,
these techniques help in some caes and hurt in others [10][15].
In the present system, we dedded to take a onservative goproach
to query expansion and provide two separate query expansion
comporents, one aitomatic and ore user-guided, as sown in
Figure 2.

.3 .A. Patent and Trademark Office

& Single © Mdb

Enter gquery helow or load from file

Standard Search ™, [ Advanced Search .| PatentNumber [ Help |

Phrase Help

scroll bar ;3«_!
=
Title | | prefar ;;
Iventor  |Smith [prefer =]
Assignee  [Microsoft [require =]
Abstract i i prefar ;j
Claims | ; prefer j

Humber of Documents to list |2I] 'I
Start Search |

Classify !

Figure 1: Main Screen



Original Query

eye glasses

User-guided

eye glasses pair of glasses pair of glasses
(E?)tlger\%sion Srt:)iré/ssing fyn(#L(eye glasses)
eyeglasses)
#phrase(eye glasses)
#phrase(pair of glasses)

Phrase
Cooccurrences

Add Phrases
[ glass

X pair of glasses
[] eyeglass frame

The automatic component adds only phrases and compounds
whose terms are dready in the query. The user-guided compo-
nent presents a wider-ranging set of additional terms and phrases
related to the query, but only adds them to the query if the user
explicitly selects them.

Both classes of additions depend upon data structures in which
information about phrases and their cooccurrences have been
precompiled, as explained below.

4.2 Automatic phrase and compound proc-
ng

Automatic additions take place only if the query in the query
window contains no explicit Inquery operators. The system con-
sults a compound dictionary and a phrase dictionary. If the query
contains a word sequence like eye glass that can be found in the
phrase dictionary, the phrase is added to the query, e.g. #phrase
(eye glass). The operator #phrase gives a higher score to docu-
ments in which the terms occur in proximity. If the word se-
guence can be found as a single word in the compound dictionary
(eyeglass), then the compound is added to the query inside a
synonym operator, indicating that either the compound or phrase
form would satisfy it. The right hand side of Figure 2 shows this
processing.

The phrase and compound dictionaries were built automatically
from patent text, using a set of heuristics aimed at finding noun

Compound
Dictionary

Phrase
Dictionary

Final Query

: e glasses
Automatic veg

Figure 2: Query Processing

phrases. Firgt, a large sample of text was extracted from the cor-
pus of 17 years of patents, consisting of titles, abstract, part of the
background summary, and the claims from each patent. The text
was segmented wherever items from a specia list of delimiters
were found. The déimiters included stopwords, punctuation,
irregular verbs, company names, auxiliary verbs, and many other
categories. The terms in the resulting sequences were assigned
parts of speech using WordNet [5]. The sequences were retained
as phrases only if they satisfied rules defining noun phrases, and
met certain other criteria

The dictionary of compounds was made from the phrase dic-
tionary by checking every two-word phrase and every hyphenated
term. |f the combined form (without space or hyphen) wasin the
WordNet dictionary, the combined form was added to the com-
pound dictionary.

4.3 User-guided Phrase Help

User-guided phrase help was added at the request of the patent
office. They wereinterested in afacility that would suggest class-
specific related phrases for a phrase or term that the user typed. If
the user clicks the Phrase Help button on the main screen, a
phrase help window appears, showing the patent class the system
selected for the phrase. (Class selection is based on the collection
selection algorithm described below and can be overridden by the
user). The user can choose to see phrases containing their query
phrase, or phrases associated with their query phrase. Check



Query:

eye glasses

Query:

Phrase Help - Netscape

|»

eye glasses

Enter the desired class: |51 or select from 1

Suggest Phrases | Containing | or Assoc

Enter the desired class: [351 or select from these classes: |351 'I

Suggest Phrases | Containing | or

Associated With |tl1is query.

Containing Phrases:

Check on the boxes next to the terms you v Associated Phrases:

and then click on 'ddd Phrases'

Checl on the boxes next to the terms you want to add to the query
and then click on Add Phrases'

[ eve glass
[T eve glass frame ™ eye glass
[T eve glass lens F lass
[T prismatic eye glasses I eye glass frame
[T eye-protective glasses O s:rew
[ eve glasses frame I wooer part
[T eve glass prescription PRErD
o . . . [T person
[ determining corrective prismatic eye gla .
) [T pair of glasses
7 hifocal eye glasses - )
[T eye glass system sulfering
4 7 [T person suffering
[T wearing

Add Phrases |

Add Phrases e Quary

Figure3: Phrase Help Screens

boxes allow them to chocse phrases from the list to add to their
main query. Examples are shown in Figure 3.

These lists come from a set of data structures made offline. These
structures alow us to access any phrases containing a query
phrase, and any phrases cooccurring with a query phrase. The
phrase cooccurrence data structures were built for ead class as
follows. Any phrases from the global phrase dictionary described
above and any single terms and subphrases in those phrases were
candidates for inclusion. The phrases were subjeded to “simple
stemming,” which combined upper and lower case, hyphenated
and non-hyphenated forms, and singular and plural forms. Each
patent in the dass was divided into three sedions: (1) title and
abstrad (2) badkground summary and (3) claims. We accumu-
lated a list of all the phrase pairs that occurred together in a
document sedion and a count of how many times the pair oc-
curred. A cooccurrence score was then computed for ead pair:

Cap-Oa0p/N

Oa+ Ob

where C, is the number of occurrences of the phrase pair in the
class O, isthe number of occurrences of one of the phrases in the
class Oy is the number of occurrences of the other phrase in the
class and N isthe number of passages (sedions) in the dass

Cooccurrence information was gored in Inquery databases of
pseudo-documents. The title of ead pseudo-document was a
phrase, and the body text of each pseudo-document was a list of
phrases that cooccurred with the title phrase, provided the pair
met a frequency of occurrencethreshold and a cooccurrence score
threshald. This implementation allowed us to find al the phrases
related in two different waysto a query phrase: phrases containing
the query phrase, and phrases cooccurring with aquery phrase.

After the user has formulated a query and expanded it with
help if desired, they are realy to search for patents, or classfy the
text of the query. (Classfying a query may seem strange, but the
subclass found in this way can provide an aternate way to find
patents relevant to aquery.)

5. PATENT SEARCH

Both retrieval and classficaion componrents use Inquery, a prob-
abili stic information retrieval system based onBayesian networks
that uses tflidf weighting [2]. Inquery can take structured queries,
as exemplified in sedion 4. In addition to the #field operator
shown in that example, there ae operators available to spedfy
Bodlean operations, proximity and aher constraints. The system
allows users to seach either the single @lledion containing the
200,000 petents from 1995 and 1996, or the larger set of 1.5 mil-
lion patents from the years 19801996. This st is distributed
aao0ss400 colledions, divided up ty patent class



In seaching a single mlledion, the query is sibmitted to the
server. The requested number of documents is returned and dis-
played in aranked list, acording to their tflif scores. The dis-
play includes links that the user can click to seeparts of the text of
the patent.

5.1 Indexing Individual Collections

Seaching by fields is made posgble by the manner in which the
colledions are indexed. Around 50 of the more important Green-
bodk tags were processed to mark fields in the patents. In addi-
tion to the usual index which stores the locaions of ead term in
the text, eat colledion also has a field index. The field index
stores information about terms in fields, so a user can look for a
query term (e.g. a name) in the Inventor field, for example. We
also took the standard steps of eliminating words on Inquery’s
standard 418 word stopword list, and combining related forms by
stemming the remaining words using the kstem stemmer [6].

Select Best
Collections

Collection

of
Collections

Retrieve

colledions whether they are distributed across many sites or at a
small number of sites. Colledion seledion attempts first to rank
colledions acwrding to their relevance to a query in much the
same way that documents are ranked acwrding to relevance
Then, documents are retrieved from only a small number of the
top-ranking coll ections.

This ranking of colledions requires that a mlledion seledion
index be mnstructed, in which ead colledion is treaed as a vir-
tual document. The virtual document lists ead term in the @l-
ledion with a cunt of how many documents in that colledion
contain the term. The virtua documents are indexed as if they
were adual documents.

In searching the large @rpus of 400 coll edions, the query is sub-
mitted to coll edion seledion, which ranks the @lledionsin order
of relevance to the query. Then dacuments are retrieved from the
best 10 colledions via the same query, and ranked. Figure 4 illus-

el

Ranked
List of
Retrieved
Patents L

Merge

Figure 4: Collection Selection

5.2 Collection Selection

A search of the larger corpus is redly a seach of 400 different
colledions. It would betoo costly and time mnsuming to adually
perform a seach onead of 400 colledions. Instead, we use col-
lection selection, a technique for seleding the best colledions for
aquery.

Colledion seledion hes grown out of the neal to seach large
numbers of colledions distributed acossnetworks [3][12]. How-
ever, the techniques are useful in deding with large numbers of

=

trates this two-stage seach using coll edion selection.

6. CLASSIFICATION

The dassficaion part of the system uses a k-neaest-neighbar
algorithm, in much the same form as we have used it in ou re-
seach onasdgning of diagnostic codes to petients medicd rec-
ords [9]. In genera, the k-neaest-neighbar agorithm assgns a
caegory to an item by computing a distance (simil arity measure)
between the item and a crpus of items of known category. It
asdggns the new item to the magjority category among the dosest k

Test
Doc | Search
Rep

Retrieve

Known
Subclasses

Ranked
List of
Retrieved
Patents a
with sub- a
classes ||

Rank Sub-
classes

Assign
Subclass

Figure 5: k-nearest-neighbor classification



known items [4]. Various refinements can be used to avoid ties
and take into acaunt the ranks and dstances to the neaest neigh-
bors. We use k-neaest-neighbar becaise it does naot require much
training wp front, and because it scdes up well from small to large
data sets[13]. In the cae of our patent system, the distance met-
ricisInquery’s belief score.

After aquery is formulated from a document to be dassfied, the
initial stages of k-neaest-neighbar classficaion are identicd to
thase for seaching. The query is sibmitted to Inquery. The re-
trieval engine returns a ranked list of documents and scores.
Rather than simply courting the number of neighbors in eath
subclass we sum the scores of the neighbors in ead subclass and
then rank the subclasses by this aim. We then asdgn the top-
ranking subclassto the test document. This processis ill ustrated
in Figure5.

The user sees aranked list of patent subclass codes and the name
of the subclass

6.1 Representation of Patent Documentsfor

k-nearest neighbor classification
A crucia comporent of k-neaest classficaion o patent text is
the formulation d a query from a patent or patent appli cation.

One example of aquery made from a patent for a motorcycle theft
alarm can be seenin Figure 6. It illustrates the use of two Inquery
operators, #wsum, a weighted sum, and #1, a proximity operator
requiring that terms occur adjacent to ead ather.

#wsum (1 1lalarm 10switch 10 horn 10 device
6 motorcycle 6 kickstand 5vehicle 5 button 4 lock
4invention 4circuit 4 battery 3 theft 3 require
3cycle3close 2 weight 2warn 2 wualy
5 #1( kickstand switch) 5#1( horn hutton)
5 #1(adarm device) 4 #1( lock switch) 3 #1( theft alarm)
3 #1( cycletheft dlarm) 3 #1( cycle theft))

Figure 6: A Query Formed from a Patent

We have been investigating the following choices in converting
the document to such queries:

*  What part of the patent to use,

» whether fedures $roud be single terms only, or terms and
phrases,

* how to determine which terms (or phrases) are the best ones,
* how many terms or phrases to include,
* how to weight the feduresin the vedor,

* how to discover and represent the relative importance of dif-
ferent sedions of the document.

In our previous work clasdfying patient medicd records [9] and
student essays [8], we used the entire test document as a query.
For clasdfying medicd records we used Inquery operators to
differentially weight different sedions of the document. For pat-
ents we do ot use the entire document, or even entire sedions,
becaise many of them are too large and full of detail that does not
aid classficaion. Insteal, the system seleds cetain sedions
(fields) and portions of sedions, then removes stopwords and
stems the remaining terms, as in indexing the documents. Then a
vedor of terms and plrases is made from the reduced dacument,

and assgn term weights that reflead both the relative importance
of the different sedions the terms come from and the term fre-
guency in those sections.

The weights on fedures (stemmed terms and phrases) depend
upon what sedion d the patent it came from, and hov many
times it occurred in that sedion. A weight for the sedion is mul-
tiplied by the number of occurrences of the feaure in the sedion
to get a per-sedion feaure weight; then the weights for that fea-
ture ae summed aaoss &ctions. The feaures are then ranked by
this weight, and a threshold (maximum number of terms) is ap-
plied to retain up to the threshold number of terms which have a
weight of at least 2.

When phrases were included as fedures, they were dosen as
follows. Firgt, part-of-speed tags were assgned to the origina
document via the jtag tagger [13], and any noun phrases were
flagged as potentia phrases. As with the single terms, each
phrase receved a weight consisting of the sedion weight multi-
plied by the number of occurrences of the phrase in that sedion,
and the weights for each phrase were summed aadoss dions.
The phrases were ranked by this weight and a threshold (possbly
different from the threshald for single terms) was applied to retain
up to the threshold number of phrases with aweight of at least 2.

Concerning representation of patents for k-neaest-neighbor clas-
sificaion, we have settled for the present on a very small portion
of eath patent document. Our reseach has sown the best per-
formance using a veaor made up d the most frequent terms from
the title, the astrad, the first twenty lines of the badkground
summary, and the exemplary claim(s), with the title receving
threetimes as much weight as the rest of the text. We ae includ-
ing only single terms becaise we have not found that the addition
of phrases is better than using just single terms. This mewhat
surprising result is in contrast with what we have found for
seaching, where phrases do improve performance, a least on
very short queries.

7. SYSTEM PERFORMANCE
7.1 Speed

Retrieval time depends upon many fadors, including the load on
the server and the speal of the network, and the size of the query.
In our environment, it usually takes arourd 2 or 3 seconds to re-
trieve alist of documents from the single database in response to a
normal, short query. It takes around 510 seands to retrieve alist
of documents from the multidatabase. The first query after along
hiatus can take much longer — up to 30 secnds - when some large
data structures are not caded. This retrieval time includes re-
trieving and ranking the documents, and for the top-ranked docu-
ments, getting class and subclass information from an auxili ary
database, getting all the text of the documents, and formatting the
text for display, for example, highlighting query terms. If a user
then clicks on alink to seethe text of a particular patent, the re-
sporseiswell under a second.

Clasdfication time is comparable to retrieval time becauise it is
dominated by the retrieval of k documents required for k-nearest-
neighbar clasdficaion. We aurrently use the single 1995-1996
colledion for clasdfication, so clasdficaion d a short query
takes 2 or 3 seands. Clasdficaion d a patent-length document
takes around 4560 seconds.



7.2 Accuracy

It is difficult to measure how well the retrieval side of the system
performs. There is no corpus of queries with manual relevance
judgments to all ow the measurement of recdl and predsion. We
are presently developing such a set of queries and judgments for
our work on colledion seledion.

We have not yet measured this gystem’s accuracy in classfying
patents into the complete set of 135,000 subclasses. We have
dore alarge amourt of reseach measuring the acaracy of k-
neaest-neighbar clasdficaion on smaler sets of patent sub-
classes, and in comparing k-neaest-neighbar acairacy with that
of Bayesian independence dassfiers, to be reported elsewhere.
On small sets (4 to 6 subclasses) we get performance on the order
of 80-100%. Usually the Bayesian classfiers perform a little
better than the k-neaest-neighbor on these sets.

The largest set we have tested so far is the entire set of 76 speedh
signal processng subclasses under subclass 2.09 of class 395
Thisisavery difficult set in the same way that the cmplete set is
difficult. Many of the subclasses are extremely similar to eath
other, and many of the subclasses have very littl e training data.
On this =t, we get classficaion acarracy ranging from 25% to
32%, depending on many different fadors in how the dassfiers
are built. On the k-neaest-neighbor classfiers comparable to
thaose used in the present system, accuracy is 30.9%. It isdifficult
to interpret these numbers, however, because they take no acourt
of nea misses. A misclasdfication acaues the same penalty re-
gardlessof how close the automaticdly-assgned subclassis to the
corred subclass

We often find that several subclasses closely related to the mrred
asdgnment appea on the ranked list of subclasses presented to
the user. Such alist may be till be asignificant aid to a dasdfier
even when the mrred subclassis not ranked first. For this reason,
acalracy is not the best evaluation metric.

8. FUTURE WORK

We ae aurrently engaged in evauating the acaracy of this g/s-
tem, as mentioned in the previous edion.

In addition, there ae severd parts of this g/stem which we be-
lieve could be improved, involving the phrase help subsystem and
the text clasdfication subsystem.

We believe that building the phrase cooccurrence databases class
by class was too fine-grained. Some of the dasses are very
closely related, and hence @ver many of the same concepts. If
we were to combine some of them we would have amore stable
and reliable set of cooccurrence statistics. This combination
could be based either upon clustering, or could be done manualy
with the PTO’ s guidance dout what classes can go together.

We ae arrently experimenting with Bayesian classfiers, and
intend eventualy to combine these with the k-neaest-neighbor
classfiers, as in Larkey and Croft [9]. The Bayesian classfiers
shoud be ale to distinguish closely related subclasses, due to the
seledion d negative training examples from closely related sub-
clases. They can refine the seledion made by the k-neaest-
neighbar clasdfier, which tries to distinguish ead subclass from
all the other subclasses at once

There ae aditiona avail able sources of information that could be
used to aid text clasdficdion. In particular, ead clasdficaion
schedule includes a dassficaion index, which is alist of phrases
and a pointer to an appropriate subclass The list is far from ex-

haustive, but we believe that in cases of a short query which hap-
pens to match ore of the index items, this might be amore acu-
rate means of finding the subclass
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