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ABSTRACT

Statistical language modeling has been successfully used for
speech recognition, part-of-speech tagging, and syntactic parsing.
Recently, it has aso been applied to information retrieval.
According to this new paradigm, each document is viewed as a
language sample, and a query as a generation process. The
retrieved documents are ranked based on the probabilities of
producing a query from the corresponding language models of
these documents. In this paper, we will present a new language
model for information retrieval, which is based on arange of data
smoothing techniques, including the Good-Turing estimate,
curve-fitting functions, and model combinations. Our model is
conceptually simple and intuitive, and can be easily extended to
incorporate probabilities of phrases such as word pairs and word
triples. The experiments with the Wall Street Journal and
TRECA4 data sets showed that the performance of our model is
comparable to that of INQUERY and better than that of another
language model for information retrieval. In particular, word
pairs are shown to be useful in improving the retrieva
performance.
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1. INTRODUCTION

Information retrieval systems can be classified by the underlying
conceptual models [3, 4]. Some of the commonly used models
are the Boolean model, the vector-space model [12], probabilistic
models (e.g., [11]), and the inference network model [3].
Recently, the statistical language modeling approach has also
been applied to information retrieval. In a statistical language
model, the key elements are the probabilities of word sequences,
denoted as P(w,W,,--,w,) or P(w,) for short. Such

sequences can be phrases or sentences, and their probabilities
can be estimated from a large corpus of documents. Statistical
language modeling has been successfully used for speech
recognition, part-of-speech tagging, and syntactic parsing [2].
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However, estimating the probabilities of word sequences can be
expensive, since sentences can be arbitrarily long and the size of
a corpus needs to be very large. In practice, the statistical
language model is often approximated by N-gram models.

Unigram: P(wg,,) = P(W)P(w)---P(w,)
Bigram:  P(W,) = P(wy)P(W, [wy)---P(W, | W)
Trigram: P(w, ) = P(w)P(W, [ W) P(Ws | W 2) - P(Wy | Wh_5,01)

The unigram model makes a strong assumption that each word
ocaurs independently, and consequently, the probability of a
word sequence becomes the product of the probabiliti es of the
individual words. The bigram and trigram models take the local
context into consideration: for a bigram, the probability of a new
word depends on the probability of the previous word, whil e for
a trigram, the probability of a new word depends on the
probabiliti es of the previous two words.

Several people have gplied statistical language models to
information retrieval, including Ponte and Croft [10], Hiemstra
[5], and the BBN group [6, 8]. Although the details differ
between these gproaches, the basic idea is the same. More
specifically, we view each document as a language sample and
estimate the probabiliti es of producing individual terms in a
document. A query is treaed as a generation process Given a
sequence of terms in a query, we compute the probabiliti es of
generating these terms acoording to each document model. The
multiplication of these probabiliti es is then used to rank the
retrieved documents: the higher the generation probabiliti es, the
more relevant the corresponding documents to the given query.

One obstacle in applying statistical language modeling to
information retrieval is the sparse data problem, since a
document is often small and its sze and content are fixed. Our
solution is to propose anew language model based on a range of
data smoathing techniques, including the Good-Turing estimate,
curve-fitting functions, and model combinations. Our model is
conceptually simple and intuitive, and can be eaily extended to
incorporate probabiliti es of word pairs and word triples. The
experiments with the Wall Street Journal and TREC4 data sets
showed that the performance of our model is comparable to that
of INQUERY and Letter than that of Ponte and Croft’s language
model for information retrieval. In particular, word peirs are
shown to be useful in improving the retrieval performance.

In the rest of the paper, we explain why the maximum likelihood
estimate will not work for information retrieval due to the sparse
data problem. After that, we describe in detail our new language
model for information retrieval in section 3 and report our
experimental results on two test collections in section 4. In



section 5, we compare our model with the other language models
for information retrieval. Finally, we conclude our paper and
mention some of the future directions.

2. MAXIMUM LIKELIHOOD ESTIMATE
Given a document as a language sample, the question is how to
estimate the probabilities of individual terms? A straightforward
solution is to use the maximum likelihood estimate:

tf

Puo(t]d) = =<
e(t10) = ¢

where tf, 4 isthe number of ocaurrences of term t in document d,
and N, isthetotal number of term ocaurrencesin document d.

Such a simple solution is unlikely to work due to the sparse data
problem. It is common in statistical language modeling, but
more serious in information retrieval for two important reasons.
First, adocument size is often toosmall. Asaresult, many terms
would be missng in a document, which imply that their
probabiliti es are zero. If such a term were used in a query, we
would always get zero probability for the entire query, not
helpful for ranking the documents. A solution to this problem is
to alocate some probability mass to the missng terms © that
their probabiliti es will always be greaer than zero.

The other problem is that a document is fixed in size ad
content. Unlike acorpus, we can extend it with more documents
if wewant. A document is just adocument: once it is written, its
size and content are fixed. This makes it difficult to distinguish
the dfects of different missng terms in a document. As
mentioned in [5], a document about information retrieval may
have both terms “keyword” and “crocodile” missng, but for
different reasons. When allocating probability mass to these
terms, somehow we fed that the term “keyword” should have
higher probability than the term “crocodile”, since “keyword”
plays an important role in information retrieval. In other words,
not al missng terms are equally likely but we cannot do much
about them with the document itself.

The sparse data problem lead Ponte to explore the use of corpus
data to stabilize adocument model [9, 10]. More specifically,
when a term does not appea in a document, the probability of
the term in the corpus can be used as default. In cases where a
term does appea in a document, an average probability is used to
further smoath the document model. The average probability of
aterm is the sum of al the probabiliti es of the term across the
documents in which the term ocaurs, divided by the number of
documents in which the term ocaurs. After that, the probability
of aterm in a specific document is combined with the average
probability of the term through a geometric distribution (called
the risk factor). The intuition is that if a term ocaurs less
frequent than the average probability in a document, we should
make a adjustment to bring to it closer to the average. The
advantage of this approach is that the risk factor is individuali zed
for each term, but the disadvantage is that it is ad hoc and leaves
little room for optimization. In addition, there is a potential
problem with the default probabiliti es: some missng terms (e.g.,
words with the characteristics of a stopword) may be assgned
higher values than the terms that actually appea in a document.

3. ANEW LANGUAGE MODEL FOR
INFORMATION RETRIEVAL

Our solution is to propose anew language model for information
retrieval based on arange of data smoathing techniques. First of
al, we smoath each document model with the Good-Turing
estimate, which is a discount model that allocates some
probability mass to the missng terms. The current practice
shows that the Good-Turing estimate often gives the best result
among the available discount methods [7]; so it is also the
method of our choice. Secondy, we expand each document
model with the corpus model. The intention is to differentiate
the contributions of different missng terms. For example, in a
corpus about information retrieval, the term “keyword” will
likely to happen more often than the term “crocodile”, so such
information can be used to adjust the probabilities for the
missng terms. Thirdly, we want to consider term pairs and
expand the unigram model of a document with the bigram model.
The intuition is that phrases such as term pairs would be useful
in information retrieval, but unfortunately the existing research
often dd not show much improvement in the retrieval
performance [1]. We would like to see that in the context of
language modeling whether term pairs would bring any better
results. Finaly, thereisthe isaue of combining different models.
As we have just explained, we have the models for eah
document and the corpus, and further for each document, we
have the unigram model and the bigram model. Instead of
combining them in an ad hoc manner, we intentionally keep them
separate and consider general ways of combining them.

3.1 Smoothing a Document M odel with the

Good-Turing Estimate
To address the sparse data problem, we need to all ocate some
probability mass to the mising terms. In the Good-Turing
estimate [7], thisis done by adjusting the raw tf scores:

i = i+ E M)

E(Ny )

Here, Ny is the number of terms with frequency tf in a document,
and E(Ny) isthe expected value of Ni.  Then, the probability of
aterm with frequency tf is defined as tf'/Ng, where Nq is the total
number of terms ocaurred in document d. In particular, when tf
= 0, tf' is reduced to E(N1)/E(No) and the probability mass
all ocated to a missgng term becomes E(N1)/E(No)Na.

Since adocument is fixed in size and content, obtaining E(Ny) is
almost impossble. In practice, we may hope to substitute the
observed Ny for E(Ny). This credes two problems. For the
terms with the highest frequency tf, their probabiliti es will be
zero, since Ny+1 will always be zero. Furthermore, due to the
small size of a document, the number of terms in some midde
frequency levels may also be too small or even zero, resulting in
an urstable or anomaly distribution.

One solution to these problems is to use acurve-fitting function
to smoath the observed Ni's for the expected values. Table 1
shows a typical term distribution for a large corpus, taken from
[7]. Obviously, alinea line will not fit the distribution properly.
On the other hand, a simple geometric (exponential) curve will
not fit the distribution either: Although N decreases very quickly
at the beginning, it slows drown considerably as tf gets much



higher. After a number of experiments, we have developed a
grealy algorithm that uses a geometric distribution with a nested
logarithmic exponent. The level of nesting is optimized for each
document model until no further improvement can be made.
Thus, curvefitting and Good-Turing estimate together provide us
with the first smoathing step towards building a suitable
language model for a document.

Table 1. A Typical Term Distribution for a Large Corpus

tf I\ tf I\

0 | 74671100100 | 5 68,379
1 2018046 | 6 48190
2 44921 | 7 35,709
3 18333 | 8 27,710
4 10%68 | 9 22,280

Using a smoathed function S(Ni) for E(Ny), the probability of a
term t with frequency tf in document d can be computed as
foll ows:

(tF +DS(Nyr 1)

Por (t10) == S

3.2 Expanding a Document M odel with the
Corpus M odél

A document model is not stable in the sense that there is a large
number of misgng terms, and there can be anomaly distributions
of certain known terms. Using the same Good-Turing estimate,
we can also build a model for the entire corpus. Such a corpus
model will be stable, since it is obtained from a large number of
documents.  Furthermore, it can help us differentiate the
contributions of different missng terms in a document. In a
corpus about information retrieval, for example, the term
“keyword” will likely happen more often than the term
“crocodile”. Asaresult, it will be helpful to extend a document
model with the corpus model.

There ae two general ways of combining language models: the
weighted sum approach (also called interpolation) and the
weighted product approach:

psum(t | d) =wX Fﬁoc‘.ument(t | d) + (1—&)) X Fzzorpus(t)

Poroduct(t 1 @) = Pocument (t 16)* X Prgypus(H) ™

where w is a weighting parameter between 0 and 1 Both
methods have been wsed in statistical language modeling for
information retrieval. The alvantage of the weighted sum is that
the resulting probabilities are normalized, that is, the total
probability mass for the combined model is dill equal to ane,
whereas the weighted product is not normali zed.

As will be discussd in section 5, there ae two important
differences between our model and the other language models.
First, we aquire document models independently according to

different sources and intentionally keep these models sparate.
Second, we consider generally ways of combining different
models of a document by introducing parameters, which can be
further individualized and optimized for each document. We
believe that such a fine-tuning step for each document is an
attractive fegure of our model, since it has a potential in further
improving the retrieval performance and is not avail able in most
of the existing retrieval models.

3.3 Modeling a Query asa Sequence of Terms
With reasonably smoathed document models, we can now
consider the process of query generation. This time we have a
choice of treaing a query as a set of terms or a sequence of
terms. Treding a query as a set of terms is common in
information retrieval andis also used in Ponte and Croft’s model

[10):
Pa(Qld) = |_l P(t | d)x u(l-o- P(t|d)

Here, the first part is the probability of producing the termsin a
query, and the second part is the probability of not producing
other terms. Including the second part in the evaluation is
important, since the probabiliti es for each document model are
not normali zed.

Alternatively, we can tred a query as a sequence of terms. Each
term is viewed as an independent event, and the query as the
joined event. As a result, we can get the query probability by
multi plying the individual term probabiliti es.

m

Psequence(Q | d) = |_| P(ti |d)

1=1
where ty, to, ..., tm is the sequence of termsin query Q. Thisis
our choice for two reasons. First, by treding a query as a
sequence of terms, we will be ale to hande the dugicate terms
in a query. Of course, one can introduce weights into the set
treament of a query, but that will complicate the computation.
Secondly, we want to be &le to model phrases with local
contexts, and this can only be done by viewing a query as a
sequence of terms. This implies that we need to consider
bigrams and possbly trigrams as well in our general language
model for information retrieval .

3.4 Combining the Unigram M odel with the
Bigram Model

The combination of unigrams and bigrams is commonly handed
through interpolation in statistical 1anguage modeling:

P(ti_,t [d) = A xRt [d) + A, X By (i, | d)

where A1 + A2 = 1. This formula can be eaily extended to
include trigrams. The genera idea is that by chocsing
appropriate values for A’'s, we will not lose information and the
performance may be further improved. In fact, such
interpolations can be modeled by hidden-Markov models, and
there exists an automatic procedure, caled EM (Expectation
Maximization), that will | earn the A’s from a training corpus [7].
Thus, we can potentialy individudize axd optimize the
combination process by choosing suitable A’s for each document



model. In the following experiments, A's are set empiricaly, but
in future we intend to use the EM algarithm to gptimize these
parameters.

4. EXPERIMENTAL RESULTSAND
DISCUSSIONS

To demonstrate the dfectivenessof our general language model,
we conducted experiments on two test collections. The Wall
Stre¢ Journal (WSJ) data is a medium-sized homogeneous
callection, with over 250 megabytes of information and 74520
documents. The TREC4 datais a large heterogeneous coll ection,
with over 2 gigabytes of information and 567529 dcuments.
The TREC4 queries were used for evaluating both coll ections,
since WSJ is actually part of the TREC4 collection. Table 2
below i sts the detail ed statistics of these two test coll ections.

Four different retrieval systems are used in our experiments.
The baseline is the INQUERY system, and for the purpose of
comparison, we dso implemented Ponte and Croft's language
model (LM). GLM(40) is the unigram version of our genera
language model, where the combination between a document
model and the corpus model is handed through a weighted sum,
with the weighting parameter set to be 40% for the document
model. GLM2(40+90) is the combined model for unigrams and
bigrams, with the weighting parameter between a document
model and the corpus model set to be 40%, and the weighting
parameter for the bigram model set to be 90%.

Table 2. Statistics of the WSJ and TREC4 Data Sets

Coll ections WSJ TREC4
DataSize 253+ MB 2 GB
#Documents 74520 567529
#Queries 49 49
Term Types 119854 466651
Term Tokens 20,061,761 | 144714632
Pair Types 5,606,265 23654736
Pair Tokens 19,987,241 | 144147212

As dhown in table 3, the results of all the language models are
comparable to that of INQUERY. In addition, our unigram
model GLM(40) did 844% better than Ponte and Croft's LM
and our combined unigram and bigram model GLM (40+90) did
16.38% better than LM. Thisisaclea indication that phrases of
word pairs can be useful in improving the retrieval performance
in the context of language modeli ng.

Table 3. Experimental Results on the WSJ Data Set

Retrieval Methods | 11-pt Average | %Change | %Change
INQUERY 0.2172 -

LM 0.2027 - 6.68% -
GLM(40) 0.2198 +120% | +8.44%
GLM2(40+90) 0.2359 +861% | +16.38%

For the large TREC4 data set, the results of the language models
are once gain comparable to that of INQUERY, as shown in
table 4. However, the improvement of our models over Ponte
and Croft's LM is not as sgnificant as that for the WSJ data set.
This is probably due to the heterogeneous nature of the TREC4
calection. In Ponte and Croft's model, there is a pathological
problem in using the default probability: missng terms with
relatively high frequencies in a corpus are often assgned with
high default values, which could be problematic for a
homogeneous collection, but less ®rious for a heterogeneous
collection. Nevertheless our models gill did better than Ponte
and Croft's and the word pairs are still shown to be useful in
improving the retrieval performance.

Note that in [10], a significant improvement of LM model over
INQUERY was reported for the TREC4 data set. This is,
however, not observed in our experiments. One reason for this
difference may be the variation in preprocessng the raw TREC4
data set (e.g., different choices of SGML sections, stop words,
and stemming). A similar comment was also made in [8]
regarding the differences in retrieval performance.

Table 4. Experimental Results on the TREC4 Data Set

Retrieval Methods | 11-pt Average | %Change | %Change
INQUERY 0.1917 -

LM 0.1890 -1.41% -
GLM(40) 0.1905 -0.63% | +0.7%%
GLM2(40+90) 0.1923 +031% | +1.75%

The 11-point average precision represents the average case. To
seethe detail ed changes, we dso plot the precision values at the
different recall levels. As down in figure 1, our language
models improve the performance consistently acrossall the recall
levels. Note that our model has much potential for further
improvement, since dl the combination parameters can be
individualized and optimized instead of setting them to be the
same for al the documents.
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Figure 1. Detail ed Results on the WSJ Data Set



5. COMPARISONSTO OTHER
LANGUAGE MODELS

Our model is smilar to Hiemstra's model [5] in that we dso use
interpolation to expand a document model with the corpus
model. The difference is that Hiemstra did not smoath each
document model before the interpolation. In addition, Hiemstra
used the inverted document frequency (idf) to estimate aterm
probability in the corpus. This alows him to relate his model to
the well-known tf-idf formulation. However, the idf-based
estimation will | oose information about the corpus, since aterm
may appea different timesin dfferent documents.

Our work was originally motivated by Ponte and Croft's model
[9, 10]. However, instead of combining a document model with
the corpus model in an ad-hoc manner, we intentionaly keep
them separate and consider general ways of combining them. In
Ponte and Croft’s model, the corpus term probabiliti es are used
as default for those terms that do not appea in a document. One
potential problem is that some missng terms (i.e., a word with
the characteristics of a stopword) may be assgned with higher
scores than the terms that actually appea in the document. Such
a pathological problem was recognized by Ponte and Croft, and
was |eft as future work. In cases when the terms do appea in a
document, they introduced the arerage probabiliti es to further
smoath a document model. The probability of a term in a
specific document is combined with the average probability of
the term through a geometric distribution (called the risk factor).
The alvantage of this approach is that the risk factor is
individuali zed for each term, but the disadvantage is that it is ad
hoc and leaves littl e roam for optimization. Finaly, a query is
treaed as a set of terms rather than a sequence of terms, mostly
due to the fact that the probabilities are not normalized.
Although the frequency information can be alded by introducing
weights to different terms, that will complicate the process and
make it difficult to expand for phrases.

The BBN model [6, 8] uses a simple hidden-Markov model for
combining a document model and the corpus model. No
smoathing was used for individual documents, but the weighting
parameter between a document model and the corpus model
(called the general environment) can be trained and optimized
through a leaning procedure. For the TREC data, they can use
the relevance judgement in the previous yeas for training, but
such training data may not be eaily avail able for other data sets.
Nevertheless an idea similar to this may be borrowed in our
language model to individualize and optimize the weighting
parameters between a document model and the corpus model.

6. CONCLUSIONSAND FUTURE WORK

We have proposed a simple yet intuitive language model for
information retrieval. It is based on a range of data smoathing
techniques, including the Good-Turing estimate, curve-fitting
functions, and model combinations. Models obtained from
different sources are intentionally kept separate, and as a result,
our model is easy to understand and expand. We dso conducted
experiments on two test coll ections, and the results showed that
the performance of our model is comparable to that of INQUERY
and ketter than that of Ponte and Croft’s language model. In
particular, word pairs are shown to be useful in improving the
retrieval performance. Our model can potentially be improved

by individualizing and optimizing the parameters for combining
models of different sources. Furthermore, our model is roated on
the solid foundation of statistical natural language processng.
Any new techniques developed for data smoathing can be eaily
incorporated into aur model. In this snse, our model serves as a
general framework for language-based information retrieval.

For the future work, we ae planning to add a number of
extensions to aur language model for information retrieval. First
of al, we can individualize and optimize the combination of the
unigram and bigram models of a document through the hidden-
Markov training algorithm. Secondly, we can identify word pairs
within dfferent boundaries of a document such as paragraphs or
sentences. In the current experiments, we simply take dl the
word peirs in a document, which may not be meaningful for
those pairs that cross ®ntence boundaries. Thirdly, we can
explore automatic methods for combining a document model
with the corpus model so that the weighting parameters can be
individualized and optimized. Finaly, due to the simplicity of
our model, it opens up the door for many other extensions, such
as relevance feedback (also discused in [9]), syntactic
preprocessng, and posshbly sense-based information retrieval. In
particular, the syntactic preprocessng may involve spelling
correction, phrase normdization (e.g., convert “information
retrieval of biologca science” and “retrieval of biologcal
science information” to “biologcal science information
retrieval”), and possbly syntactic parsing to selectively apply
higher order N-grams to some longer phrases.
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