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Abstract. This paper evaluates the automatic creation of personal topic models 
using two language model-based clustering techniques.  The results of these 
methods are compared with user-defined topic classes of web pages from per-
sonal web browsing histories from a 5-week period. The histories and topics 
were gathered during a naturalistic case study of the online information search 
and use behavior of two users. This paper further investigates the effectiveness 
of using display time and retention behaviors as implicit evidence for weighting 
documents during topic model creation. Results show that agglomerative tech-
niques - specifically, average-link clustering - provide the most effective meth-
odology for building topic models while ignoring topic evidence and implicit 
evidence. 

1   Introduction 

A general problem for current interactive information retrieval (IR) systems is disam-
biguating the topic of interest to a searcher, given a statement of the person’s infor-
mation problem, typically posed as a rather brief query. One possible approach to this 
issue is to take advantage of the person’s previous information seeking behaviors in 
order to identify topics which have been of interest to that person in the past. This 
could be done, for instance, by recording the documents (e.g. Web pages) that the 
person has looked at as a result of searching for information, and automatically classi-
fying those pages according to topic models, derived from the language of the docu-
ments. A new search by the person could be associated with one or a few of such 
models, thereby effectively disambiguating the search topic, and providing a basis for 
searching for new documents which might be generated by the topic model(s). Lan-
guage modeling and clustering techniques have proven useful for generating topic 
models in other domains [1,18].  However, the effectiveness of such techniques on 
personal collections has yet to be tested. 



Another method of topic identification is to observe such behaviors as display (or 
dwell) time, or bookmarking, printing or otherwise saving or using documents. Given 
such evidence from previous and current behaviors, documents of current interest 
could be related to documents of past interest, and therefore to topic models.   
 
The purpose of this paper is to explore a novel method of evaluating the accuracy of 
topic models which have been created using traditional language modeling and clus-
tering approaches, and behavioral evidence, such as display time and retention. This 
method consists of comparing topic models created using these approaches with those 
created by users during a naturalistic study using self-identified topics. 

2   Related Literature 

Recently, language modeling has received much attention in the IR community [5].  
In this framework, a collection of text data—documents or sets of documents—is 
considered to be sampled from an underlying generative process.  Namely, we as-
sume that the words in a document were all generated according to some topic model.  
A topic model is a probability distribution over words.  For example, the topic “Iraq 
War” may have some probability of generating the terms “Bush”, “Hussein”, and 
“Iraq” and much lower probability of generating “cattle”, “dance”, and “salsa”. 
 
Figure 1 provides a graphical interpretation of this approach.  A topic language model 
can be described using the urn metaphor.  Each topic is considered an infinite collec-
tion of words which follow some distribution.  A document is produced by iteratively 
picking words from this urn.  Unfortunately, we do not have access to the true distri-
bution of terms in this topic urn, but known, on-topic documents can be used as evi-
dence for estimating this distribution.  Fortunately, casting the task as model estima-
tion allows one to use formalisms from statistics.  Previous techniques such as the 
vector space model often relied a great deal on heuristics and hand-tuned parameters. 
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Fig. 1. Topic Language Model: A topic can be interpreted as an infinitely large collection of 
words.  Documents are generated by choosing words from this urn. 

The most relevant work for topic modeling has been conducted in the context of 
Topic Detection and Tracking [1].  This literature deals with the problem of tracking 
several topics in a stream of news articles.  The community has produced several 



techniques for automatically clustering and detecting links between documents in a 
stream.  Although more sophisticated language modeling systems have been devel-
oped for these tasks, the most successful approaches use straight-forward vector-
space techniques [2].  Nevertheless, language modeling systems provide a formal 
methodology for estimating the topic models. 

Several techniques have also attempted to create user-topic clusters in an IR set-
ting.  In these cases, clusters are constructed by incorporating explicit user feedback 
usually in an interactive IR setting [3,6,8].  In an environment of passive feedback, 
many authors have described the incorporation of disambiguating terminology from a 
user’s search history [7,15].  These systems often build a user model and leverage this 
information to expand the query. 

Other approaches to user modeling for personalized IR have used the user’s online 
behaviors as implicit indicators of interest [4,10,12,14,16]. Typical approaches have 
used display time, retention (e.g. printing, saving, and bookmarking), scrolling and 
selection to identify relevant documents for feedback during a single search session. 
Behavioral evidence has also been used to cluster search results [9], but it has not 
been used as evidence for topic model construction. 

The evaluation of topic models has typically consisted of various cluster or link 
detection measures [1]. These approaches often use annotator consensus as a baseline 
for evaluation. It is often difficult to assess how a technique will actually perform in 
“real-life” because of a lack of a user-centered evaluation metric. Instead, assump-
tions must be made about how a user would classify, label and evaluate documents. 

In the paper, we evaluate the accuracy of two language model-based clustering 
techniques with user-defined topic classes of web pages from personal web browsing 
histories. We further investigate the effectiveness of including behavioral evidence in 
the construction of these models.  

3 Monitoring Study 

The data used for the study reported in this paper was collected during a naturalistic 
case study of the online informaiton-seeking behaviors of two users during a five-
week period. Users were provided with laptop computers and their activities were 
monitored with logging and evaluation software and online questionnaires.  

We chose a naturalistic approach because we were interested in providing users 
with an opportunity to engage in multiple information seeking episodes over time, 
with tasks and topics that were germane to their personal interests, in familiar search-
ing environments. The naturalistic approach also provided an advantage over web 
server log analysis because the identity of users could be maintained and various 
measurements could be collected during the observational period. Furthermore, in-
formation about intentions and specific tasks and topics could be gathered and associ-
ated with behaviors and documents. We chose to conduct two descriptive case studies 
because we were interested in gathering a large, detailed quantity of data. We do not 
claim our two users to be a sample, nor do we claim that our results generalize relia-
bly to a larger population of users. 



3.1   Users 

Two volunteer users completed the five-week study. Both users were graduate stu-
dents in a Master’s of Library and Information Science program and held Bachelor’s 
and Master’s degrees in the Humanities. Both users had a high degree of self-assessed 
computer and online searching experience. 

3.2   Instruments and Procedures 

Each user was provided with an IBM ThinkPad equipped with the Windows 2000 
operating system and standard utilities to use for the duration of the study. The lap-
tops were equipped with client-side logging software that monitored and recorded 
users’ interactions with the operating system and all other applications. The monitor-
ing software was launched automatically each time the laptop was started, executed in 
stealth mode while the laptop was in operation and recorded information such as 
applications used, URLs visited, start, finish and elapsed times for interactions and all 
keystrokes. A proxy server captured all pages the user viewed while connected to the 
Internet. 

Two types of behaviors were of interest to this study: display time and retention. In 
this study, display time was the length of time that a document was displayed in the 
user’s active browser window. Display time was collected from the client-side logger, 
which indicated elapsed times for displaying a particular document. Since the client-
side logger recorded active window data and all programs with which the user was 
interacting, we feel somewhat confident that this measure was accurate. While we 
cannot insure that the user was viewing the document and not attending to other off-
line activities, we are confident that display time data collected from a client-side 
logger is more reliable than that collected from a proxy server. Retention behaviors 
[13] included saving, printing, emailing or bookmarking, and were gathered directly 
from the client-side logger. 

At the beginning of the study, users read and signed a consent form, which out-
lined the protocol of the study and informed users that all of their activities with the 
laptops would be monitored. An Entry Questionnaire, which elicited background 
information from the user, such as education and search experience, was adminis-
tered. A Task and Topic Questionnaire was also administered that elicited the tasks 
and topics the user would be engaged with during the period of the study. Users were 
asked to think about their online activities in terms of tasks and topics. For example, a 
task might be shopping and the topic of this task might be clothing, or guitars. An-
other example task might be writing a research paper; the topic of this task might be 
political ecology and West Africa.   

All pages that the user viewed while searching were captured by a proxy server. A 
content-based classification of page types was created based on a manual examination 
of 2000 pages to identify and select systematically the pages that were to be evaluated 
in the study. The goal was to eliminate pages such as ads, search pages, email pages, 
etc. Two independent coders validated this classification. 



A Task and Topic Update Questionnaire was administered online each week of the 
study, which presented users with their previously identified tasks and topics and 
asked them to update the list through additions and/or deletions. 

At the mid- and end-points of the study, the pages viewed up to that time were pre-
sented online to the users for evaluation. The instrument used for this evaluation 
displayed the text of one page at a time, a console which had two drop-down lists 
containing the user’s tasks and topics and text boxes in the event that new tasks or 
topics needed to be added during the evaluation. Users were asked to classify each 
page that they viewed according to its task and topic and to evaluate the usefulness of 
the page using seven-point usefulness (1=not useful, 7=useful) and confidence scales 
(1=low, 7=high). 

3.3   Results of the Monitoring Study 

There were several types of data that we were interested in using from the monitor-
ing study. We were interested in the users’ self-identified topics and their classifica-
tion of the documents that they viewed into each of these groups. We were interested 
in users’ display time and retention behaviors. Finally, we were interested in the use-
fulness ratings that users associated with each page. In sum, the data from the moni-
toring study provided us with sets of documents that had been clustered into self-
identified topics by users, and usefulness scores and behaviors for each document. In 
this study, we did not consider the task classes created by our users. While this infor-
mation may be helpful in distinguishing topic classes, we leave it for future analysis. 

A total of 2353 items were logged by the proxy for User 1 and 533 were logged 
for User 2. After screening the documents according to the classification described 
above, 427 (18%) were identified for evaluation by User 1 and 198 (36%) for User 2. 
Table 1 displays an overall description of the number of documents viewed and 
evaluated by each user, the number of topics identified, the mean usefulness and 
confidence of the pages evaluated and the mean display times. Interestingly, the mean 
display time for all documents for both users was identical. In general, both users 
were very confident with their evaluations of the documents that they viewed.  

Table 1.  Description of behavior and page evaluations 

 User 1 User 2 
Documents Viewed 2353 533 
Documents Evaluated 427 198 
Topics Identified 20 15 
Usefulness (Mean, SD) 5.0 (1.03) 4.28 (1.96) 
Confidence (Mean, SD) 6.03 (.33) 6.21 (.78) 
Display Time (Mean, SD) 0:53 (2:33) 0:53 (2:24) 

 
Users identified a range of topics with which they were engaged throughout the 

study. A list of topics for each user is displayed in Table 2. This table includes the 
number of documents viewed for each topic (D), the mean display time of documents 



for each topic (RT), the number of retention behaviors for each topic (RET) and the 
mean usefulness (Use).  Many of these topics were related to libraries, since both 
users were Masters students in library and information science, and both users 
worked in libraries.  Also, both users were concurrently enrolled in the same course, 
and several topics were related to the same course project.  For example, both users 
identified the topic of “evaluation criteria,” which was related to a course assignment 
about developing evaluation criteria to assess the usability of web resources.  “Re-
view material” and “book review research” also represented a particular course pro-
ject that required students to identify and evaluate online sources for book reviews.  
Other topics represented users’ specific content-based interests in libraries; User 1 
studied theology-based texts, while User 2 studied classic texts and various materials 
associated with classic texts such as papyri.  Other topics represented individual in-
terests unrelated to the course, such as “eyeglasses,” “sailing,” and “recipe search.”   

We used all user-defined topic clusters in the present study as a baseline with 
which to evaluate clusters created using automatic techniques.  

Table 2. Topics identified by User 1 and User 2 and characteristics of each 

User 1 User 2 
Topic D RT RET Use Topic D RT RET Use 

Theology 55 00:38 1 4.45 General Interest 57 01:12 4 5.52 
Perennials 11 01:00 0 5.00 College Financial 

Aid 
5 00:23 0 3.40 

North Carolina 2 00:23 0 5.00 Papyrology, palae-
ography, epigra-

phy 

14 00:36 1 4.92 

Library Literature 116 01:20 21 4.65 New York City 1 00:47 0 6.00 
Review Material 33 00:32 4 4.94 Classics 24 00:39 0 3.54 

Homestead 
Rebate 

1 00:27 1 5.00 Woodcarving 18 00:29 0 2.35 

Eyeglasses 7 00:38 1 5.14 Mass Transit 17 00:30 0 3.12 
Weddings 53 01:12 1 4.65 Directions 2 00:19 0 3.50 

Rescued Beagles 101 00:27 3 5.85 Serials 5 00:56 0 5.20 
Poison Ivy 6 02:25 0 4.83 Medieval 6 00:32 0 5.67 
Evaluation 

Criteria 
5 00:58 0 4.40 Electronic Re-

sources 
1 02:38 0 7.00 

Florida 3 00:25 0 5.00 Collection Devel-
opment 

2 00:16 0 5.00 

U. of Arizona 4 00:53 0 5.00 Recipe Search 6 05:36 0 4.67 
Alexander Li-

brary 
3 00:15 0 5.67 Evaluation Criteria 3 00:28 1 1.67 

Classmate 5 00:16 0 6.20 Book Review 
Research 

37 00:25 1 3.62 

Amanda Beasley 5 00:43 0 5.00 
Sailing 9 00:55 0 5.22 

Dog Park 4 00:23 1 4.00 
Radio 3 00:52 0 5.33 
Music 1 00:10 0 4.00 

 



4 Topic Clustering Techniques 

This section contains a description of the various techniques used to cluster the docu-
ments viewed by our users, including the rules we used to identify useful documents. 
This section is followed by a description of the techniques that were used to compare 
the clusters of documents generated by our users with the clusters generated by the 
statistical approaches. 

We take a language modeling approach to modeling collections of text [5].  As-
sume we are given a single document as a sample from the urn described in Figure 1.  
A naïve estimation of the document model would merely count the frequencies of the 
terms in the document, 
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where c(w,Di) represents the number of times word w appears in a particular docu-
ment, Di.  Unfortunately, if a word does not occur in the document, then its estimated 
probability will be zero.  Since a document is only a sample from this document 
model, we would like to smooth this estimate with some other model.  We accom-
plish this by interpolating the maximum likelihood document model with a maximum 
likelihood collection model so that our smoothed document model becomes, 
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where C is the document collection.  In our experiments, λ was empirically set to 
0.90.  Topic language models can then be constructed by combining the individual 
document language models.  For instance, if we know that a set of documents T all 
discuss the same topic, then we build the topic language models according to, 
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This formalism can be used to build concise summaries of topics by inspecting the 
language model for each topic.  Specifically, we can compute how the topic 
model, , differs from the collection model, , by inspecting the 
pointwise Kullback-Leibler (KL) divergence [7,17].  For each word, the pointwise KL 
divergence is defined as, 

)|( TwP )|(ˆ CwP

)|(ˆ
)|(log)|(

CwP
TwPTwP

 (4) 

Terms with the highest pointwise KL divergence will be the most discriminating. 
 
These topic models are estimated by using all of the evaluated documents and serve 
not as a method to be evaluated but rather to qualitatively represent the language 
modeling technique.  For example, Table 3 displays the top ten distinguishing words 



for the topics identified by our users.  Notice that it is not necessarily the case that 
topics with fewer example documents have less meaningful language models.  It is 
more important to have a consistent and precise language.  An example of where 
consistency and precision fail for large topic sizes can be seen in the language model 
description of User 2’s topic “General Interests”. 

Table 3. Language model (LM) descriptions of user topics 

User 1 User 2 
Topic LM Description Topic LM Description 

Theology Biblical, bible, Israel, theology General Interest Weather, jesus, movie, film, 
time, home 

Perennials Geranium, plant, garden, big College Financial 
Aid 

Loan, pay, hesc, forbear-
ance, borrow 

North Carolina Weather, forecast, low, high Papyrology, palaeog-
raphy, epigraphy 

Citation, library, abstract, 
full, article 

Library Literature Library, information, service New York City Square, greenmarket, union, 
park 

Review Material Title, library, book, footage Classics Classic, rate, site, resource, 
ancient 

Homestead Rebate Taxation, treasury, rebate, state Woodcarving Nantucket, art, carve, stbart, 
gallery 

Eyeglasses Store, lenscrafter, offer, rate Mass Transit Transit, rail, corridor, trans-
portation 

Weddings Wedding, bride, indiebride, club Directions Switchboard, starbuck, map, 
search 

Rescued Beagles Pet, petfinder, beagle, dog, org Serials Edit, reprint, und, von, teil, 
die, der 

Poison Ivy Hive, webmd, cause, post Medieval Der, kehr, papsturkunden, 
paul, fridolin 

Evaluation Criteria Evaluate, internet, site, web Electronic Resources Rom, text, edition, database, 
English 

Florida Mapquest, map, flight Collection Develop-
ment 

Record, franco, view, gesta, 
dei, nogent 

U. of Arizona Semester, session, class, summer Recipe Search Recipe, chicken, epicurious, 
cook, sauce 

Alexander Library Rutgers, library, alex, summer Evaluation Criteria Hon, honcode, medical, 
health 

Classmate Yahoo, map, locate, glen, address Book Review Re-
search 

Book, review, booklist, june 

Amanda Beasley Elliot, ilisha, nerve, feature 
Sailing Race, Bermuda, Newport 

Dog Park Maplewood, construct 
Radio Wfuv, wnyc, folk, stream, city 
Music Garbage, 22garbage, band, google

 

 
We are interested in automatically recognizing and representing topics in the pages 
viewed and evaluated by our users.  Two clustering methods were implemented for 
automatically building topic models: k-means clustering and agglomerative cluster-
ing.   



4.1 K-means Clustering 

In our context, k-means clustering assumes that there are k underlying topics respon-
sible for having generated the documents in the training data.  The learning process 
begins by randomly picking k documents as cluster representatives or centroids.  The 
remaining documents are then assigned to the most similar topic model.  For our 
experiments, similarity is determined by the Kullback-Leibler divergence defined as 

∑
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where V is the vocabulary.  After all documents have been assigned, topic models are 
then re-estimated using the new document topic sets.  This assignment and estimation 
process continues until topic models converge.  For each user, k was set to the known 
number of topics. 
 
Selection of Seed Documents. We assume that in real interaction there will be docu-
ments already associated with particular topics. Therefore, we next consider how to 
feed examples to this algorithm.  Our approach is to assign these examples to the 
initial centroids and fix these assignments throughout the execution of the learning.  
Therefore, the example documents will always be a component of the topic model.  

The method of selection for these seed documents consisted of identifying docu-
ments receiving the highest usefulness rating (7) and the highest confidence rating (7) 
by our users for each topic. In cases where more than one document met the selection 
criteria, an attempt was made to select documents that were viewed on different days. 
In cases where only a single day was represented, the first two documents meeting the 
criteria were selected. If there were no documents for a specific topic class with a 
usefulness rating of 7, then documents that received a 6, the second highest useful-
ness rating, were selected. In most cases the confidence scores were always high, so it 
was possible to select documents which had high confidence scores associated with 
them.  
 
Display Time and Retention.  In addition to providing seeds for the topic models, 
we also considered weighting documents depending on their import.  In particular, we 
were interested in using the display time and retention behaviors of our users as im-
plicit evidence of usefulness.  The goal in doing this was to unobtrusively identify 
documents whose weight could be increased during the automatic clustering process. 

For many topics, there were only a few documents viewed. Because of this, we 
used a measure of display time based on the overall display times and usefulness 
ratings for each user, rather than those display times observed for individual topics. 
We grouped the points of our 7-point usefulness scale into 3 classes: Low (1-3), Me-
dium (4) and High (5-7). We then computed the mean display time for each of these 
groups for each user and used the mean display time for the high usefulness group as 
a method for identifying useful documents. Thus, if a user displayed a document for 
longer than this mean display time, then the weight of this document was increased 
during clustering.  The means for each usefulness group are displayed in Table 4. Our 
use of retention was a little more straightforward. If a retention behavior occurred at a 



document (i.e. the user printed, saved, emailed or bookmarked the document), then 
we used this to increase the weight associated with the document during clustering. 

Table 4. Mean and standard deviation display times according to usefulness 

Usefulness Group  
Low (1-3) Medium (4) High (5-7) 

User 1 00:28 (00:23) 00:48 (03:12) 00:57 (02:35)
User 2 00:21 (00:21) 00:35 (01:03) 01:22 (03:23)

4.2 Agglomerative Clustering 

One drawback to the k-means approach is the requirement that we know the number 
of topics, k.  As an alternative, we also evaluated two agglomerative clustering tech-
niques.  Agglomerative clustering techniques build topic representations bottom up.  
The algorithm begins with each document in its own cluster and then successively 
merges clusters according to similarity. The method always merges the two closest 
clusters.  It is the interpretation of closest which differentiates our two agglomerative 
techniques.  In both cases, clustering terminates when the similarity between the clos-
est clusters is below a certain threshold. 
 
Single-link Clustering.  One possible interpretation of inter-cluster distance consid-
ers the shortest distance between all inter-cluster document pairs (i.e. a document 
belongs to the same topic as its most similar neighbor).  For this algorithm to be con-
sistent, we use the J-divergence, a symmetric version of the KL-divergence measure,  

)||()||()||( ijjiji DDKLDDKLDDJ +=    (6) 

It is important to notice that the single-link technique provides no explicit representa-
tion of a topic model.  Because of this, a method for seeding the algorithm with topic 
examples is not obvious and was not used for this technique. 
 
Average-link Clustering.  Although single link clustering performs well in tradi-
tional topic tasks, it has a tendency to create topic models covering a variety of sub-
topics; this is a product of a document only needing a single highly similar match to 
be included in the cluster.  Instead, we may want to assign a document to the cluster 
to which it has the highest average similarity.  In this case, the similarity between two 
clusters is calculated by averaging the similarity between all pairs of documents be-
tween two clusters. 

5 Evaluation Techniques   

We used as ground truth the clusters that resulted from our users’ classification of the 
documents that they viewed into self-identified topics. The automatically-generated 
clusters were evaluated by measuring the accuracy of predicted links between docu-



ments.  That is, two documents in the same cluster are said to have a link between 
them.  If there are N documents for a particular user, then there are O(N2) possible 
links between all pairs of documents.  Let this total set be L.  Let the set of true links 
defined by the manual clustering of the documents be defined by .  Let the set 
of links predicted by the system be define by .  We evaluate the performance 
of our systems using two measures of accuracy.  First, we measure the total accuracy 
of prediction, 
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This evaluates the system prediction of link presence and absence in a set of docu-
ments.  Our second measure focuses on the accuracy of predicting true links.  Spe-
cifically, we use the equation, 
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which will provide a means for disambiguating the degree to which good total accu-
racy relies upon keeping unrelated documents in separate clusters.  We will refer to 
this as link recall. 

6 Results 

Eight variants of the k-means clustering technique were used which incorporated 
different degrees of evidence and re-weighting.  The agglomerative techniques were 
run without any evidence or re-weighting.  Thresholds for the clustering were empiri-
cally set.  Table 5 presents the total link accuracy and link recall for each subject, for 
each technique.  The results presented in Table 5 indicate that seeding clusters pro-
vides valuable information for the k-means techniques.  In all cases, seeded clusters 
out-perform the unseeded counterparts.  However, other results for the k-means tech-
niques are less conclusive.  For example, the effect of re-weighting schemes such as 
display time on performance is mixed.  We speculate that a more sophisticated incor-
poration in the k-means model might provide better results.  Surprisingly, the knowl-
edge-poor agglomerative techniques performed as well or better in three out of the 
four trials. 

While these results provide gross estimates of system performance, we would like 
to measure the actual number of true links retrieved. Table 5 displays the accuracy of 
predicting topical links between documents (link recall).  Again, seeding and re-
weighting improve performance.  Further, the agglomerative techniques perform 
better than k-means for User 1. The agglomerative results for User 2 are less conclu-
sive perhaps as a result of the small collection size.  

We speculate that the poor performance of the k-means experiments for User 1 is 
the result of fixing k.  If the language of the documents does not follow a topical 
pattern, then restricting the potential cluster assignments will result in conflating 



distantly related documents.  The agglomerative techniques are quite content leaving 
those outliers as singleton clusters, effectively remaining agnostic about topic as-
signment.  This is confirmed by the large number of singleton clusters in the agglom-
erative techniques.  These statistics are shown in Table 6. 

Table 5. Total link accuracy and link recall 

 User 1 User 2 
 Accuracy Recall Accuracy Recall 

 K-means, no seeds     
 No re-weighting 0.600633 0.318978 0.553381 0.200471 
 Display time 0.59475 0.293309 0.562427 0.189707 
 Retention 0.609477 0.361913 0.553381 0.200471 
 Both 0.564198 0.201446 0.567767 0.212244 

 K-means, seeded    
 No re-weighting 0.692427 0.426086 0.59018 0.242852 
 Display time 0.690125 0.4212 0.591452 0.24588 
 Retention 0.694866 0.428236 0.59018 0.242852 
 both 0.693766 0.427976 0.591452 0.24588 

 Single Link 0.717979 0.47723 0.572933 .260343 
 Average Link 0.723693 0.471301 0.612068 .214262 

Table 6.  Number of clusters generated by agglomerative techniques 

 User 1 User 2 
Single Link 151 33 

Average Link 85 32 
 
In order to further test this hypothesis, additional k-means experiments were per-
formed with alternate values for k.  No seeded experiments were performed because 
there would be fewer seeds than clusters.  After sweeping a range of k from 21 to 50, 
a value of 30, in general, improved the unseeded performance the most compared to 
the original experiments.  The results for these experiments are shown in Table 7.  
Note that only the un-weighted and display time-weighted techniques actually im-
proved with an increase in k.  In fact, the performance of methods incorporating re-
tention is, in general, worse when we increase the number of clusters.  

Table 7.  30-means experiments for User 1, no seeds 

 Total accuracy Link recall 
No re-weighting 0.664936 0.385823 

Display time 0.664987 0.385758 
Retention 0.563404 0.200078 

Both 0.564102 0.198059 



These results indicate that the agglomerative techniques are more successful for User 
1 not because of their superior representation but rather because they take fewer risks 
in deciding that two documents are on the same topic. The k-means algorithms, on the 
other hand, are potentially forced to take these risks. The benefit is that if the lan-
guage encodes the topics, accuracy of known links is better than the agglomerative 
techniques.  

7 Discussion 

For both users, the average-link technique provided the most accurate performance. 
The k-means technique without seeds performed the worst, even when display time 
and retention were considered. In all cases, seeded clusters out-performed the un-
seeded counterparts and models of User 1’s topics were more accurate than User 2’s. 
Including behavioral evidence for re-weighting documents resulted in little, if any, 
improvement. When considering link recall, the agglomerative techniques outper-
formed the k-mean techniques and the seeded clusters still outperformed the un-
seeded.  

The use of display time and retention had little effect on clustering with or without 
seed documents. It may be the case that our measure of identifying useful documents 
based on display times was not the most effective. Previous work [11] has found that 
while documents that are rated more highly usually have higher mean display times, 
they also have higher variance, which might make it difficult for measures of mean 
display times to perform very well. An examination of Table 4 demonstrates that this 
may be the case for this data as well. Thus, our measure of usefulness based on dis-
play time may not have been selective enough. Moreover, User 1 rated a large portion 
of the documents that she viewed as 5 or 6, which are points included in the high 
usefulness group. While our use of mean display time is an improvement over previ-
ous work since its computation is based on the behavior of each individual user as 
opposed to a group of users, it still may not have been sensitive enough.  

Retention was found to increase performance slightly for User 1 when no seeds 
were used (Table 5), perhaps indicating its potential as a technique for identifying 
documents that could be used as seeds or for re-weighting. User 1 exhibited more 
retention behaviors (33 documents) than User 2 (7 documents), which may explain 
why clustering for User 1 benefited from the inclusion of retention for re-weighting.  

Set size and quality may have also affected our results. In terms of total number of 
documents evaluated, User 1 viewed and evaluated considerably more than User 2, 
while only identifying 5 more topics. It should be noted again that our users did not 
evaluate all of the documents that they viewed during the 5-week period. Instead, we 
screened documents using a classification scheme to eliminate email pages, adver-
tisements, discussion groups and search pages. Thus, we believe that the quality of 
the documents that were evaluated and used in the clustering, were better than if we 
had used all displayed documents. Although we cannot be certain without conducting 
the analysis, clustering only the set of documents that users evaluated most likely 
resulted in more accurate topic models than clustering all displayed documents.  



The number of documents users associated with each topic varied considerably. 
For some topics, 50 or more documents were associated with the topic, but it was 
more often the case that a large number of topics had 5 or fewer documents associ-
ated with them. Given that we used 2 seed documents per topic, it is unsurprising that 
the k-means with seeds out-performed no seeds for many topics. 

8 Conclusions 

Overall, the techniques we used for topic model construction performed poorly when 
evaluated according to the user-defined topic classes. It is unclear if automatic clus-
tering techniques can be as sensitive as users when creating and assigning documents 
to topic clusters.  However, we feel that more attempts at user-centered approaches to 
the evaluation of topic models are necessary and that the clusters created by users can 
provide an evaluation metric of the highest standard.  Moreover, great care was in-
vested in developing the methodology used in our monitoring study, and we believe 
that this methodology can act as a valuable model for others interested in exploring 
user-centered approaches to evaluating automatically-generated topic models.   

A combination of the quality of the sets and the seeds seems to play a significant 
role during clustering. The use of seeds improved performance for both users and 
suggests that the identification of quality seeds may be necessary for accurate topic 
modeling. Additionally, the quality of the documents that were evaluated and used in 
the clustering were better than if we had used all displayed documents. Certainly the 
definition of a “quality” document is rather nebulous and more work needs to be done 
understanding and identifying the attributes of quality documents. If we are to create 
a system that makes use of a user’s web browsing history, then the system needs to 
know when it should consider a document for inclusion in topic clustering. Whether 
relevant or not relevant, not all documents are equally useful in constructing topic 
models. A document that only contains a search box is not as useful as one which 
contains the text of a conference paper. This also applies to using behavior as implicit 
feedback: observing a high display time at a document containing a search box and 
little text most likely indicates something different than observing a high display time 
at document containing a conference paper. Clearly, the system needs some assistance 
in identifying candidate documents for inclusion in topic modeling and as sources of 
implicit feedback. We are currently working to develop our web page classification 
for use in future experiments and hope that this will elucidate some aspects of “qual-
ity” documents and their impact on modeling.  

We have just finished a second naturalistic study of the sort described in this paper 
with seven new users, which lasted 3.5 months. We plan to conduct an analysis and 
evaluation similar to the one described in this paper and adjust our display time meas-
ure, as well as investigate the usefulness of the task groupings and additional behav-
ioral data in the construction of topic models. Ultimately, we would like to use these 
models to provide personalized information retrieval to individuals. 
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