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1. INTRODUCTION

Statistical language modeling allows formal methods to be
applied to information retrieval. As a result, such methods
are preferred over their heuristic tf.idf-based counterparts.
In language modeling, a statistical model is estimated for
each document in the corpus. Documents are then scored
by the likelihood the query was generated by the document’s
model. Typically, the underlying model is assumed to be of
a specific parametric form. In the past, a number of dif-
ferent assumptions have been made about this distribution.
In [1], documents were modeled by a multiple-Bernoulli dis-
tribution. However, the estimation and smoothing tech-
niques used to estimate the model were non-standard and
somewhat heuristic. The predominant modeling assumption
used today, as described in [2], is to model documents by a
multinomial distribution. Such models may be smoothed
in a number of ways [4]. Among these is Bayesian (Dirich-
let) smoothing that takes a formal, Bayesian approach to
smoothing by assuming a Dirichlet prior over the document
model. Unlike Ponte and Croft’s multiple-Bernoulli estima-
tion techniques, the multinomial assumption combined with
Bayesian smoothing results in a completely formal statisti-
cal model. In this paper, we revisit the multiple-Bernoulli
assumption and formalize it by taking a Bayesian approach
to estimating smoothed document models.

2. MULTINOMIAL MODEL

Here we provide a quick review of multinomial language
models. Assume that the underlying document model takes
the form of a multinomial distribution over words. Docu-
ments and queries are then modeled as finite sequences of
words. Given a document D = wiws. . W|p|, where each
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w; is a word, we wish to compute the mazrimum a priori
(MAP) distribution and use it as the document’s language

model (6). Here,

Op = arg maxg,, P(0p|D) = arg maxg,, P(D|0p)P(0p)

where P(D|0) is the likelihood of the document given model
0 and P(#) is the prior on the model. When 6 parameterizes
a multinomial and the model prior is Dirichlet, the conjugate
prior for the multinomial, we get:
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where I' is the Gamma function, 6; = P(w;|0p), tfw, D is
the number of times word w occurs in document D, |V| is the
size of the vocabulary (number of unique words occurring in
the corpus), and the «;’s are the parameters of the Dirichlet
prior.

The solution to Equation 1 yields the following form of
probability estimates:
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As was shown in [3], setting a; = 1 results in the maxi-
mum likelihood estimate, a; = 2 gives Laplace smoothing,
cfi

and a; = nig + 1 yields the popular Dirichlet smoothing.
Here, p is the smoothing parameter, cf; is the number of
times word w; appears in the collection, and |C| is the total
number of words in the collection.

3. MULTIPLE-BERNOULLI MODEL

We now examine two formal methods for statistically mod-
eling documents and queries based on the multiple-Bernoulli
distribution.

3.1 Model A

Let us assume that a document is a single sample from
a multiple-Bernoulli distribution, where each binary trial
corresponds to the event that some word appears in the
document or not. Therefore, a document can be represented
by a vector r € {0,1}V], where r, = 1 if and only if word wy,
occurs in the document. From this single sample, we wish
to estimate a smoothed language model for the document.
As in the multinomial case, we will assume a prior over the
model. In the case of the multiple-Bernoulli distribution, we



choose a multiple-Beta distribution, which is the conjugate
prior. We get:
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where 0; = P(w;|0p) parameterizes the multiple-Bernoulli
distribution, B; = W is the Beta function, and the
a;’s and (;’s are parameters of the multiple-Beta prior. The

solution to Equation 2 results in probabilities of the form:
ri +a; —1
o+ pi—1

We show how the «; and (3; parameters can be chosen in
Section 3.3.

3.2 Model B

The term probability estimates in Model A are based on
whether or not a term appears in a document. The model
fails to take into account the number of times a term ap-
pears, which is an important factor in information retrieval.
Model B deals with this issue by modeling the document
as a collection of samples from a multiple-Bernoulli distri-
bution. Here, we assume that we sample from a multiple-
Bernoulli distribution once for each word in the document.
Each sample r € {0, 1}“/‘ contains a single element set to
1 corresponding to the word that appears in that location.
That is, the sample associated with the occurrence of word
w; is the vector r such that r; = 1 and r;%; = 0. Thus, each
word in the document is associated with an indicator vector.
Modeling documents in this manner leads to the following
MAP distribution:

6; = P(wi|fp) =
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where tf; p is the number of times word w; occurs in docu-
ment D. The solution to Equation 3 gives:
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As we see from the term probability estimates, this model
makes use of term frequencies, and should result in better
performance over Model A.

3.3 Smoothing

The probability estimates derived for the two models con-
tain the free parameters a; and ;. Notice that setting a; =
1 and 3; = 1 results in the maximum likelihood estimate in
both cases. However, such estimates suffer from the “zero
frequency” problem and need to be smoothed. For Model B
we choose to set a; = u%-&-l and B; = %—Fu(l— ‘C—éf')—l
where p again is the smoothing parameter. Note that this
choice results in the mean of the multiple-Beta prior equal-
ing %l for each word. This is exactly analogous to what is
done in Dirichlet smoothing. This results in the following
smoothed term estimates:
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A similar form of smoothing results for Model A, but details
are omitted due to space constraints. We note that our

Model A Model B Multinomial
o | AvgP [ AvgP [ AvgP
DOE | 10 | 0.1616 | 100 | 0.1966 | 200 | 0.1968
WSJ | 500 | 0.1050 | 2000 | 0.2540 | 1500 | 0.2592

Table 1: Comparison of results

choice of smoothing is meant to mimic the form of Dirichlet
smoothing and that many other choices for «; and §; are
possible.

4. RESULTS AND CONCLUSION

Some preliminary experiments were done with the two
proposed models. The two data sets used were the DOE ab-
stracts (title queries, TREC topics 51-200) and WSJ news
articles (title queries, TREC topics 1-200). Results, in terms
of mean average precision (AvgP) are given in Table 4 for
smoothed version of both multiple-Bernoulli models and the
multinomial model with Dirichlet smoothing. Note that i
denotes the smoothing parameter that resulted in the best
performance for the given method. Scoring is done by query
likelihood. That is, queries are modeled exactly as docu-
ments are under each model. Documents are then ranked
by the likelihood 0p generates the query. From the results,
we see that Model B performs equivalently to the multi-
nomial model, whereas Model A performs very poorly due
to its lack of a tf component. Results also showed that
the multiple-Bernoulli and multinomial models were equally
sensitive to the choice of smoothing parameter.

In this paper we presented a formal approach to modeling
and smoothing documents with a multiple-Bernoulli model.
Although the preliminary results obtained are not better
than the multinomial model, there may exist applications
where a multiple-Bernoulli approach is a more appropriate
choice.
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