
1. Introduction 
Search and detection technology has been a focus of 
DARPA and ARDA research programs since the TIPSTER 
program began in the early 1990s (Harman 1992). A num-
ber of innovations have been developed in this research, 
resulting in very significant improvements in the effective-
ness of search tools. The Inquery search engine (Callan et 
al. 1995), developed at the University of Massachusetts for 
the TIPSTER project, provided a query language capable of 
representing complex queries in a probabilistic framework 
and was used in a number of government and commercial 
applications.   
 It has been over a decade since Inquery was developed, 
and in that time information retrieval has changed signifi-
cantly.  The information retrieval landscape now includes 
question answering, information extraction, language mod-
eling, and multi-terabyte document collections.  As a part of 
the ARDA-sponsored Lemur project, Indri was developed to 
respond to these new challenges.2 

2. Query Language and Retrieval Model 

2.1.  Retrieval  model 
The retrieval model implemented in the Indri search en-
gine is an enhanced version of the model described in 
(Metzler et al. 2004a), which combines the language 
modeling (Ponte and Croft 1998) and inference network 
(Turtle and Croft 1991) approaches to information re-
trieval.  The resulting model allows structured queries 
similar to those used in Inquery to be evaluated using 
language modeling estimates within the network, rather 
than tf.idf estimates.  Unlike many language modeling 
formulations, the Indri retrieval model explicitly allows 
                                                 

1 A longer version of this paper is available from 
http://ciir.cs.umass.edu as publication IR-407. 
2 Indri is available for download at 
http://www.lemurproject.org 

features other than simple word occurrences to be used in 
retrieval.  This allows the Indri query language to include 
the kinds of complex operators that Inquery included, as 
well as many new operators. 

2.2. Query language 
Text is rarely completely unstructured in practice; many 
documents contain dates, titles, and author fields.  Even 
when documents do not contain explicit structure, infor-
mation extraction tools can be used to identify implicit 
document structure, finding proper names and dates, or 
marking the parts of speech used in text.  Indri is able to 
understand document structure so that it can be refer-
enced in queries.  
 While all retrieval systems can search for sets of terms, 
the Inquery language allowed users to request that terms 
be found close together in a document, or in a particular 
order.  Inquery also allowed the user to indicate the im-
portance of terms and expressions via weights. These 
expressions could be used together to form precise que-
ries.  Indri builds on the Inquery tradition by including 
the most-used operators from the Inquery language, while 
adding new operators relevant for referencing document 
structure. 
 Indri can search for a word appearing in a particular 
field, such as ‘Iraq’ appearing in a title field.  Indri can 
also search for the title itself, instead of a whole docu-
ment that contains a title. 
 In some tasks (e.g. question answering), users may 
want to search for text that matches a particular lexical 
pattern.  For instance, if a user is interested in a list of 
ambassador’s names and the countries they represent, the 
following query could be used: 
 
#uw5( ambassador #any:country   

#any:person ) 
 
This query requests documents where the word ‘ambas-
sador’ appears within 5 words of the name of the name of 
a person and the name of a country.  Queries like this can 
leverage the work done by information extraction sys-
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tems to find more exact matches to information needs.
 While Indri is capable of these kinds of structural que-
ries, it is also meant to be a state-of-the-art topical search 
engine.  The structural elements can be combined with 
topical elements in the same query, as in this one: 
 
#combine( iraq iran #1(north korea) 

   communication #any:person 
 #date:between(1-JAN-2000 1-SEP-2001)) 

 
 This query indicates that the user is looking for com-
munication involving some person, related to Iraq, Iran 
or North Korea, between the beginning of 2000 and Sep-
tember of 2001.  Since Indri is a probabilistic system, it 
searches for the best match for this query, not just for 
documents that meet all the criteria.  For instance, a 
document that referenced a communication involving 
Iraq, Iran and North Korea is likely to be ranked highly, 
even if it does not fall in the date range specified.  This 
allows users to enter highly detailed queries without the 
risk that important documents that do not exactly match 
the query will not be found. 
 While it is possible for trained users to use the Indri 
query language directly, we expect that most users will 
use the system through some kind of intermediate inter-
face.  Interfaces to Indri can be made domain-specific in 
order to help users in specific domains use Indri most 
effectively. 

3. System Architecture 
Indri supports concurrent indexing and retrieval of large 
collections.  We have tested Indri with collections of 
close to a terabyte, although it has been designed to han-
dle much larger collection sizes.  If a collection is too 
large for one machine to process efficiently, Indri is ca-
pable of running queries using clusters of servers.  Indri 
is written in C++, and has been tested on Linux, Solaris, 
Windows, and Mac OS X.  We expect that it should be 
portable to most Unix variants with little additional work. 
 Indri uses a flexible parsing architecture that is capable 
of processing plain text, HTML, XML, and PDF docu-
ments.  On Windows machines, it can also process Word 
and PowerPoint documents.  In all cases, Indri is capable 
of dealing with Unicode text in UTF-8 encoding.  As 
many important documents are not stored in one of these 
formats, Indri is flexible enough to handle other parsers 
easily.  Indri includes stopword removal and stemming 
tools as well. 
 The indexer stores the index in memory as much as 
possible in order to keep disk I/O to a minimum.  All disk 
writes happen in a background thread, so queries and 
indexing do not have to wait on I/O operations as long as 
memory is available. 
 The query system parses the Indri query language into 
an intermediate representation, which is then optimized.  
It also understands which operators will need more than 
one query pass when used in a cluster, and those opera-
tions are performed transparently.  

 Indri can be used directly from C++.  All the Indri API 
calls are available from Java as well, and all query capa-
bilities are available from PHP.  This allows Indri to in-
tegrate well into most workflows. 

4. Conclusion 
Recent experiments at the TREC conference (Metzler et 
al. 2004b) indicate that Indri is capable of best-in-class 
retrieval effectiveness, while still being competitive in 
retrieval efficiency.  Indri is still a new system, so we 
expect it to improve rapidly in the future. 
 Inquery started a tradition at the University of 
Massachusetts of building information retrieval systems 
that are simultaneously useful for academic, intelligence 
and corporate tasks.  Indri continues that tradition by 
incorporating new features that address new research 
areas in information retrieval. 
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