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ABSTRACT
A traditional approach to retrieving images is to manually
annotate the image with textual keywords and then retrieve
images using these keywords. Manual annotation is expen-
sive and recently a few approaches have been proposed for
automatically annotating images. These techniques usually
learn a statistical model using a training set of images an-
notated with keywords and use this model to automatically
annotate test images. While promising, these techniques
have generally been tested on a few thousand images, with
vocabularies of a few hundred words or less and using rel-
atively high quality training data where the keywords are
categories/objects and are directly correlated with the vi-
sual data.
Here, we investigate the problem of automatically annotat-
ing a large dataset of news photographs using low quality
training data and a large vocabulary. We use 56,117 im-
ages and captions from Yahoo News Photos for our training
and test data. The captions in the training portion of this
data often contain a great deal of text most of which does
not directly describe the image and as labels are, therefore
noisy. We use the Normalized Continuous Relevance Models
for our annotation and discuss how to speed up the model
(by a factor of 10) using a voting technique. An improved
distance measure also improves precision. To handle noisy
text data and the large vocabulary of 4073 words, we inves-
tigate using different kinds of words for training and show
that words which describe the content of the picture are sig-
nificantly more useful for annotating images. Previous work
on annotating images has largely dealt with high quality
keywords.

Categories and Subject Descriptors
H.3.3 [Information Search and Retrieval]: Retrieval
Models; I.4.8 [Image Processing and Computer Vi-
sion]: Scene Analysis—Object Recognition
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1. INTRODUCTION
With the advent of digital imagery, the number of digital

images has been growing rapidly and there is a need for effec-
tively searching such image retrieval systems. Systems using
non-textual (image) queries have been proposed but many
users find it hard to represent their information needs using
abstract image features. Most users prefer textual queries
and this has been usually achieved by manually providing
keywords or captions and searching over these captions using
a text query. Manual annotation is an expensive and tedious
procedure and most images are never likely to be captioned
in this way. Recently, a number of researchers[2, 4, 8, 11,
12, 13, 16, 14, 20] have proposed automatic ways of anno-
tating images using statistical models by training over a set
of annotated images. Most of this work has used the Corel
Stock Photos since all the images are well organized under
semantic concepts and the manually attached labels usually
describe visual objects in the image. The Corel dataset is
very convenient to train a system for given labels or con-
cepts. To provide practical image retrieval systems, it is
necessary to increase the size of the annotation vocabulary.
But it is unrealistic to get this kind of high quality training
data for large number of words or concepts since such man-
ual annotations are expensive.
One source of more training images is news images like Ya-
hoo News Photos. A large number of news photographs with
captions are available. The images are used to illustrate a
story and the captions are usually obtained from the story.
Captions are very different from the keywords typically used
to annotate say Corel images. While some of the words are
related to the visual content of the image, many of the words
have nothing to do with the visual content of the image. For
example in Figure 1, by looking at the image alone we can
not infer that it is located on “Capitol Hill”. Nor can we in-
fer the date. Except for the word “Greenspan” all the words
in the second sentence have little do with the visual content
of the picture. Many words have no visual meaning or are
only tenuously related to the visual content of the image.
Figure 2 shows some of the training examples related to the



Figure 2: Training examples for the word “PEACE” showing little in common

word “peace”, that is training images which have the word
“peace” in the caption. As can be seen, these have nothing
in common and thus “peace” is a poor word to use for anno-
tating images. This is fairly typical of the news photographs
on this site and probably many other sites. However, since
such collections abound in practice, it would be useful to
use such collections for training and testing. In this paper,
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Figure 1: Examples of different training datasets.
The Corel dataset and VIDEO TREC dataset have
accurate annotations that describe important visual
objects in the photos. The captions in the Yahoo
Photo News dataset contain many noisy words that
are not related to the visual items.

we investigate the problem of automatically annotating and
retrieving photographs from Yahoo News Photos. As men-
tioned above one of the main challenges in annotating this
collection is that the captions provide poor quality training
data. The vocabulary of 4,073 words is also substantially
larger (and so even if the training data was not of poor
quality) this would be a challenging task. Finally, the large
number of images (56,117 images with roughly 25000 train-
ing and 25000 test images) also requires algorithms which
can rapidly annotate the pictures.
Our approach to this problem uses the Normalized Contin-
uous Relevance Model for annotation. Previous work [16]
has shown that this model outperform a number of other
models both on the Corel Data collection and on a subset
of the Trec Video dataset for the image annotation task. To

speed up the model we propose a voting approach which
improves speed by an order of magnitude without sacrific-
ing performance. To improve accuracy, we propose a new
distance measure which takes into account geometric con-
straints. Experimental results show that the new distance
measure doubles the recall and precision of retrieval.
Our main contribution is the investigation of techniques to
perform annotation inspite of the poor quality of the train-
ing data. We, therefore, investigated a number of different
ways of using the training data. The first set, EntireCap-

tion, is generated by removing stop words and low frequency
words and stemming words from the captions. The size of
the vocabulary is 4,073. The second set utilizes the observa-
tion that the first sentence of the photograph is most closely
related to the visual content of the image and therefore, the
FirstSentence set, is acquired by following exactly the same
process with the EntireCaption set but only from the first
sentences of the captions. There are a total of 2,563 words in
the FirstSentence set. The third set, is based on the observa-
tion that news photographs often contain pictures of people
and hence the NamedEntity set, uses only the PERSON
type named entities extracted from the first sentence of the
captions. The number of unique named entities are 1,200.
We perform both annotation and retrieval experiments to
evaluate the results. For the annotation experiments on the
EntireCaption set, we take each of the 4073 words as a query
and evaluate its retrieval performance. The mean average
precision for all 4,073 one word queries is 0.04. This result
is a little misleading since a large number of queries in this
set consist of non-visual words such as abroad, abuse, add,
mind, peace. If one looks at the top 5 images of the top 500
queries, the average precision is much higher at 0.4. Surpris-
ingly the results from the FirstSentence set do not change
much from those for the EntireCaption set. However, using
the names of people alone (note that we do not do any face
detection) improves the mean average precision to 0.07.
Finally, we also divide up the words in the FirstSentence set
into four categories - Non-Visual words(e.g. benefit), words
which may have a Mixture of visual and non-visual meanings
depending on context (e.g. base or bank), People’s names
and Visual words (which are often objects, e.g. basket, bird
or other words like black, sky). We show that performance
on Visual words is substantially better than the performance
on other kinds of words.
Previous systems have been tested using small vocabularies
with the photographs taken from a single source or limited
domains. Our dataset is much more diverse and closer to
real-life dataset. In practical applications, speed is also im-
portant. It takes only a couple of seconds to automatically
annotate one image using our system. Our work points to
the challenges in doing image annotation and retrieval on



such datasets. The surprising result is that the text data in
the form of captions makes a big difference to the perfor-
mance of the systems and a great deal of care is required
in choosing the appropriate words. This is of course a non-
trivial task. The poorer performance on larger vocabularies
also indicates that much larger training datasets may be re-
quired. Finally, if high possible using high quality training
data makes a big difference.
This paper is organized as follows. We discuss related work
in section 2. This is followed by a discussion of the relevance
models and our modifications to improve them in section 3.
Section 4 discusses experimental details and results. Finally
the last section is the conclusion of the paper.

2. RELATED WORK
In image annotation one seeks to annotate an image with

its contents. Unlike more traditional object recognition tech-
niques [1, 9, 22, 23] we are not interested in specifying the
exact position of each object in the image. Thus, in image
annotation, one would attach the label “car” to the image
without explicitly specifying its location in the picture. For
most retrieval tasks, it is sufficient to do annotation. Object
detection systems usually seek to find a specific foreground
object, for example, a car or a face. This is usually done by
making separate training and test runs for each object. Dur-
ing training positive and negative examples of the particular
object in question are presented. However, in the annota-
tion scheme here background objects are also important and
we have to handle a few thousand different object types and
visual events at the same time. The model presented here
learns all the annotation words at the same time. Object
recognition and image annotation are both very challenging
tasks.

Recently, a number of models have been proposed for im-
age annotation [2, 4, 8, 13, 14]. Duygulu et al. [8] described
images using a vocabulary of blobs. First, regions are cre-
ated using a segmentation algorithm like normalized cuts.
For each region, features are computed and then blobs are
generated by clustering the image features for these regions
across images. Each image is generated by using a certain
number of these blobs. Their Translation Model applies
one of the classical statistical machine translation models
to translate from the set of blobs forming an image to the
set of keywords of an image.
Correlation LDA proposed by Blei and Jordan [4] extends
the Latent Dirichlet Allocation (LDA) Model to words and
images. This model assumes that a Dirichlet distribution
can be used to generate a mixture of latent factors. This
mixture of latent factors is then used to generate words and
regions. Expectation-Maximization is used to estimate this
model. [8] used 5,000 Corel photos and a vocabulary of 371
words for annotation and [4] used a similarly sized dataset.
Barnard et al. [2] proposed and tested various statistical
models to learn the joint probabilities of image regions and
words. They used 16,000 Corel photos with 155 words and
automatically annotated 10,000 test images.
Li and Wang [12] proposed a two-dimensional multiresolu-
tion hidden Markov models to relate images and concepts.
They used 60,000 Corel photos with 600 concepts. While
they claim to have used all 60,000 images (the training and
test split is not clear), they only present evaluations for 4,060
test images.

In [13] the authors assumed that image annotation could
be viewed as analogous to the cross-lingual retrieval prob-
lem and proposed the cross-media relevance model for this
problem. [13] used the same discrete features as [8] and
showed that a considerable improvement in performance was
attained. A continuous relevance model was proposed in [14]
to use continuous features with significant improvement in
performance. Given the problems with variable length an-
notations, [20] proposed a Bernoulli model to improve an-
notation performance while in [16], the authors proposed
the Normalized Continuous Relevance Model to pad the
annotations to fixed length and still use a multinomial to
achieve the same effect (see next section for more details).
They showed that the performance of the model on the same
dataset was considerably better than the models proposed
by Duygulu et al. [8] and Mori et al. [18]. They used 5,000
Corel images with 371 words and 5,200 key frames from
NIST’s TREC Video dataset with 137 words.
In this paper, we use Yahoo News Photos with 4,073 words
and annotate 25,000 test images. The size of the vocabulary
is much bigger than other experiments and the number of
test images are also bigger than any other experiments.

3. CONTINUOUS RELEVANCE MODELS
The Continuous Relevance Models [14] is a statistical model

that calculates the joint probabilities of a set of words and
image features. The model learns the joint probabilities
from annotated training samples. Each training image may
be partitioned into regions using a general purpose segmen-
tation algorithm or by simply using a partition of the image
into rectangles. Previous work [20] has shown that a regular
grid is significantly better than using existing segmentation
algorithms and hence we use a 5x5 regular grid for all the
images, giving 25 rectangular regions for each image. After
partitioning, a feature vector is extracted from each region.
The feature vector contains 23 features that represent the
color, texture and shape information of the region.
As a result, each training image is represented by a set of
feature vectors r = {r1, r2, ...r25} along with a set of anno-
tation words w = w1, ...wm.
The joint probability P (w, I) of a test image I = r being
associated with words w is computed as an expectation over
the training samples.

P (w, r) =
∑

J∈T

P (J)P (w, r|J) (1)

where T is the training dataset, J is a training sample in T
and

P (w, r|J) =
∏

w∈w

P (w|J)
∏

r∈r

P (r|J) (2)

The model assumes the words and regions are all condition-
ally independent given J . For our purposes P (J) is assumed
constant. The annotation component P (w|J) is modelled
using a smoothed multinomial distribution.

P (w|J) = λ
Nw,J

NJ

+ (1 − λ)
Nw

C
(3)

where Nw,J is the number of times w occurs in the anno-
tation of J , NJ is the length of the annotation, Nw is the
total number of times w occurs in the training set and C is
the number of all annotations for all the training samples.
This estimation reflects the prominence of the word w in
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Figure 3: Problems with the original Continuous
Relevance Model. P(photo1|photo2) denotes the
probability of generating photograph1 from photo-
graph2. The left images are visually equivalent and
the right images are not, but we get the same prob-
abilities for both pairs of images because all the im-
ages have exactly the same regions regardless of re-
gion positions.

the annotation. For example, If λ = 1 and some image J1 is
annotated with a single word “face”, then P (“face”|J1) = 1.
If some other image J2 is annotated with 10 different words
including“face”, then P (“face”|J2) = 1

10
. In some cases, this

property of capturing the prominence is desirable. However,
this can also lead to the undesirable property that if two im-
ages have faces, the probability of the face in one image is
much higher than that of the other merely because of the
length of the annotation. In particular this causes problems
when we want to rank across images. The Normalized Con-

tinuous Relevance Models [16] (see also [20] for a different
take on the problem) addresses this problem. The intuition
is that annotations for the training samples can be made of
equal length by padding (N∗ − NJ) instances of a special
“null” word to the annotation of J . More explicitly this im-
plies that we use N∗ = maxJNJ instead of NJ in equation
(3). In this paper we use Normalized Continuous Relevance

Models because of their improved performance [16].
For the feature component P (r|J), the model uses a non-
parametric kernel-based density estimate. Let rJ = {r1...rn}
be the set of regions of image J .

P (r|J) =
1

|J |

n
∑

i=1

K(r, ri) (4)

where |J | is the number of regions in J and K is a Gaussian
kernel that measures the closeness of two feature vectors.

K(r|ri) =
exp{− 1

2
(r − ri)

>
∑

−1(r − ri)}
√

2dπd|
∑

|
(5)

The model assumes that the covariance matrix
∑

= β · D,
where D is the identity matrix and β is a scalar value that
denotes the bandwidth of the kernel. The values of λ and
β are determined from the held-out portion of the training
data.
This joint probability distribution allows us to find the most
likely annotations for a new unlabelled image r by searching
for words w that maximize the joint probability P (w, r).

3.1 Modified Distance Measure
One of the problems in the original model is that the

model does not take account the positions of the feature
vectors. Figure 3 shows an example. If two images contain
the same set of feature vectors, the two images are identical
in the model regardless of the positions of the feature vec-
tors. The original model is adapted from the Cross-Lingual
Relevance Models[15] which uses a ”bag of words” (bigrams
have been shown to have little advantage in information re-
trieval) In images, however, the positions of the regions are
important and so we modify the original model to incor-
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Figure 4: The effect of using position constraints.
Top row: test image. Middle row: 4 closest training
images using the old probability estimate. Bottom
row: 4 closest images using the new estimate.

porate this information. We replace equation (4) with the
following equation.

P (r|J) =
1

|J |

∑

ri∈J

K(r, ri)W (r, ri) (6)

W (r, ri) = 1/(L2(rposition, ri,position) + 1) (7)

where W is a weight function and L2 is a function that calcu-
lates the Euclidean distance. If the positions of two feature
vectors are close, the weight is big otherwise the weight is
small.
Using this simple modification, we can double the recall and
precision of the retrieval and annotation performance. Fig-
ure 4 and 6 show the effect of new distance measure.

3.2 Speed-Up Using a Voting Scheme
The original Continuous Relevance Models are computa-

tionally expensive since every training sample is used to cal-
culate the expectation value of the joint probability. This is
too computationally expensive given that there are 25,000x25
feature vectors in the training dataset and each feature vec-
tor is 23-dimensional. Using a Pentium III 550Mhz machine,
it takes 108 seconds to automatically annotate one image
with 25,000 training samples. It requires about 750 hours
to annotate 25,000 test images. Our approach to speeding
up the model, uses the observation that most of the train-
ing images are very far in feature space and hence contribute
very little to the final probability.
The speedup technique, therefore, uses only a a subset of
the training samples for a given query. First, we sort each
dimension separately. Given a feature vector from a test
image, for each dimension, we find the closest item from
the sorted lists using the binary search algorithm. Training
images that are close to the selected items get votes. By
collecting the votes for all the feature vectors in the test
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Figure 5: Voting scheme. This simple example assumes each feature vector is 2 dimensional and the window
size is 3. Image 1 is closer to the test image since it gets more votes.

image, we can rank the training images by the number of
votes. We use only the top 300 training images obtained
in this manner instead of using all 25,000 images. Figure 5
shows a simple example of the voting scheme.
We tested this voting scheme uisng the Continuous Rele-
vance Model on a Corel dataset which has 5,000 images.
Table 1 shows the results of the scheme. With a very small
loss in the quality of annotations we get a 7 times speed
up. For larger datasets, the speedup is even more. In the
experiments with the Yahoo News Photos, we get almost 10
times speed up. We successfully annotated 25,000 images in
18 hours using 4 Pentium III 550Mhz processors.
We also experimented with R-Trees and AV-files but in our
case, none of these techniques even came close in terms of
performance.

Recall Precision time
No Voting 0.12 0.11 3h 30min
Voting, Window 100 0.09 0.09 27min
Voting, Window 200 0.10 0.10 28min
Voting, Window 300 0.11 0.11 30min

Table 1: The results of the voting scheme using the
Continuous Relevance Model on 5,000 Corel photos.
We get 7 times speed up with a small loss in annota-
tion accuracy. By adjusting the size of the window,
we can trade-off the accuracy with the speed.

4. EXPERIMENTS

4.1 Data Collection and Image Processing
Our data was obtained using a robot crawler that auto-

matically downloaded Yahoo New Photos and correspond-
ing captions everyday. We collected 56,117 samples over
four weeks. 25,000 images from the first two weeks was used
to build the training dataset and 25,000 images from the
last two weeks was used to construct the test dataset. Pho-
tographs from the last day of the second week were used
as the development dataset to fine-tune the system param-
eters. Note that about 6,117 images were omitted to leave
a gap in time between the two sets. We partitioned each

image into a 5x5 rectangular grid and extracted feature vec-
tors from each region (rectangle). The following is a list of
the 23 features used.

Feature Dimension
Average of RGB components 3
Average of LAB components 3
Texture, Garbor filter, 4 direction, 3 scale 12
Oriented edge energy, 4 direction 4
Ratio of edge to non-edge 1

4.2 Word Filtering
As described previously, the captions are noisy with many

words that are not related to the visual objects in the pho-
tographs. These ‘noisy” words need to be filtered out. Three
different set of words are used. The first (baseline) En-

tireCaption set is obtained by simply removing all the stop
words, stemming the remaining words and removing low fre-
quency words (less than 50 occurrences) - resulting in 4,073
unique words. This set does includes many non-visual terms.
The second FirstSentence set uses only the first sentences
of the captions. The filtering process is the same as for the
EntireCaption set. The second set contains 2,563 words.
For the third NamedEntity set, “PERSON” type named en-
tities are extracted from the first sentences. For example, for
the image Figure 1, “Alan Greenspan”, “Robert Bennett”
and “Jim Saxton” are extracted from the caption and all
other words are eliminated. After removing low frequency
(less than 10 occurrences) named entities, 1200 named enti-
ties are left. While not perfect, in many cases the names of
people who are in the photographs are extracted using this
third method.
Sentence boundaries are determined using MXTERMI-
NATOR program developed by Adwait Ratnapakkhi while
NER named entity extractor developed by Wei Li and An-
drew McCallum is used to mine people’s names.

4.3 Evaluation Results
Each word in the vocabulary is used as a query and the

test images ranked according to the probability of that word
(in other words by retrieving one word queries). Evaluation
is done by using the captions obtained from Yahoo. Using all
the words in the vocabulary as queries is not really desirable
since many of these words have little to do with the images
and are poor queries.
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Figure 6: The left figure is a 11 point Recall Precision graph for automatic annotation. EntireCaption New

performs better than the original model EntireCaption Original. Both use the same queries. Named entities
perform much better except at very low recall. The right figure shows mean average precisions for the top
10% good queries, top 20% good queries and so on and shows that for the NamedEntity experiment for some
queries we can do very good retrieval (e.g. at 10% MAP = 0.6)
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Figure 7: Retrieval results for different text queries.
Top five results shown for each query. Top row
- query “kerry”. Second and third row show the
retrieval results for “Saddam”. The results from
NamedEntity is better because the vocabulary in-
cludes fewer noisy words.

The left chart in Figure 6 shows a 11 point recall/precision
graph for all possible one word queries. The EntireCap-

tion Original experiment uses the original Normalized Con-
tinuous Relevance Models and all the other experiments use
the modified model. The EntireCaption Original experi-
ment and the EntireCaption New experiment use the En-

tireCaption vocabulary set. The FirstSentence experiment
uses the FirstSentence set and the NamedEntity experiment
uses the NamedEntity set.
EntireCaption New has much better results than EntireCap-

tion Old because of the successful modification of the orig-
inal model. FirstSentence has slightly better results than
EntireCaption New but the difference is small. Therefore
the hypothesis that the first sentences are more useful (con-
tain more visual-words than other sentences) is not proved
in our experiments. NamedEntity has much better results
than the EntireCaption New and the results show that peo-
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Figure 8: Example of poor image retrieval and poor
quality training data. First row - top 5 images for
query “car”. Second row shows some sample train-
ing images that have “car” as an annotation. There
are no cars in these images.

ple names are more closely related to the visual content of
the photos than other random words. This is inspite of the
fact that explicit face detection is not performed on the im-
ages. These results coincide with our intuition.
Overall performance for all queries is not that good - for
FirstSentence, the mean average precision over all queries is
0.04. Performance for the top ranks is much better. The
poor performance is caused by the many words in the vo-
cabulary which do not have anything to do with the image.
We now look at more specific words. The right chart in Fig-
ure 6 shows mean average precision for the top 10% good
queries, top 20% good queries and so on. The graphs show
that for some queries, we can provide very good retrieval.
The reason is many queries (words) are non-visual words.
We manually analyze which queries (words) are good or bad
- in terms of their visual relation to the image) in Table 4.3
and Figure 9. The non-visual category consists of words
which have no visual correlates while the mixture category
includes words which can be visual or non-visual depending
on the context. The visual category includes words which
usually denote objects or other visual features in the image.
The analysis shows that queries that consist of visual words
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Figure 9: 11 point recall/precision graphs for each
category of the queries in FirstSentence experiment.

have higher average precisions than non-visual queries. As
the figure shows at low ranks, the performance is even bet-
ter. As shown in Figure 2, it is almost impossible to re-
lated non-visual words and photographs since there are no
common visual features for these words. Users usually use
only visual words for their queries including people names
when they use image search engines. The experimental re-
sults need to be improved but shows the potential of our
approach. Some retrieval examples are shown in Figure 7
and 8.

Category Nums MAP Example
Non-Visual 1390 0.0287 benefit, best, born
Mixture 449 0.0491 bank, base, bill
Person’s Name 456 0.0472 Baron, Bernard, Blair
Visual 207 0.0734 basket, bird, black

Table 2: Analysis of the queries. We manually clas-
sify all the queries for the FirstSentence experiment
into 4 categories. The “Mixture” category contains
words that have both visual and non-visual mean-
ings. The mean average precision for visual words
are much better than the MAP of the non-visual
words. The analysis shows our model’s ability for
relating words and images.

4.4 Analysis of Some Examples
Figure 10 shows examples of automatic annotations. We

used the top 30 words to annotate each image. Both images
in the figure get the correct main keywords, cricket and
golf, as their automatic annotations. The right images in the
figure show the closest training images. The training images
are not exactly the same as the test images but visually
very similar, so the model borrows the annotations from
the training images with high weights. Usually, it is not
uncommon to find visually similar images from old news
photo database for new news photos since news stories often
(not always) use typical images to illustrate a point.
Figure 11 is an interesting example. The test image and
the closest training image are globally similar but locally
different. While the model correctly uses the annotation
word meet, many of the specific words in the training image
cause problems. Without face detection/recognition, it is
difficult to distinguish individual people (especially if they
don’t occur very often). Clearly, there needs to be a way of
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Figure 10: Some good results. The images on the
left are test images and the right images are the
corresponding closest training images. The train-
ing and test images are not exactly the same but
sufficiently similar, so the model borrows the anno-
tations of the training images with high probability
and successfully annotates “cricket” and “golf”.
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Figure 11: A bad result. The example fails to cor-
rectly annotate the person names in the test im-
age. One of the reasons is that we do not have
enough training data for “Hussain R Mohammad”
and “Saee Khan”. Another reason is our image
features are not designed to distinguish details of
human faces. The closest training image has very
similar visual settings with the test images, so the
model annotates the test image with “Alan” and
“Greenspan”. The automatic annotation “meet”
correctly describes the content of the test image.

realizing that many of the words in the training image are
specific to the particular image and should be eliminated
and future work is needed to determine this. Figure 8 shows
the retrieval results for the query car. The figure shows some
training samples that have car as their annotation. These
samples do not have cars in them but are related in some
manner to cars. This example show the problem of the low
quality training (caption) data.

5. CONCLUSION
In this paper, we explore the problem of automatically an-

notating a large number of images given poor quality train-
ing data. The Continuous Relevance Model was modified
to improve both speed and performance. Our results show
that captions are noisy sources of training data and some
words are much visually meaningful and useful for annota-
tion than other words. Our work shows that there is a need
to incorporate more powerful text processing techniques to
distinguish between “visual” and “non-visual” words.
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