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Abstract

The retrieval of images from a large database of images is an important area of current research. Here, a technique to retrieve images based on appearance is proposed. The database is initially filtered with derivatives of a Gaussian at several scales. A user defined template is then created from an image of an object similar to those being sought. The template is also filtered using Gaussian derivatives. The template is then matched with the filter outputs of the database images and the matches ranked according to the match score. Experiments demonstrate the technique on a number of images in a database. No prior segmentation of the images is required and the technique works with viewpoint changes up to 20 degrees and illumination changes.
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1 Introduction

The advent of multi-media and large image collections in several different domains brings forth image retrieval as an important issue. Applications of an image retrieval system range from database management in museums and medicine, architectural and interior design, image archiving, to constructing multi-media documents or presentations[8]. Some of the important challenges in building a retrieval system are the choice of image attributes (or features), their representations, query construction methods and matching techniques. Queries may be based on different attributes of an image [6], such as color distribution, motion, shape, structure, texture or perhaps user drawn sketches or even abstract token sets (such as points, lines etc.). Image retrieval can be viewed as an ordering of match scores that are obtained by searching through the database.

In this paper a method for retrieving images based on appearance is presented. Without resorting to token feature extraction or segmentation, images are retrieved in the order of their similarity in appearance to a query. Let us examine each of these terms more closely.
A query is defined as user selected regions in an image, together with their spatial relationship. An example is shown in Figures 1 and 2. Here, the user wishes to retrieve images similar in view and shape (appearance) to the car shown in Figure 1. In order to do so, the user outlines salient regions (in his or her opinion) on the image (shown as rectangles in Figure 1). These regions along with their spatial relationship are conjunctively called as the query (Figure 2).  

Putting a user in the “loop” is one of the most important distinguishing features between the retrieval and recognition paradigms, because, the process of detection of features, their saliency and structure is left to the user. For example, only regions of the car in Figure 1 (namely, the wheels, side-view mirror and mid-section) are considered salient by the user are highlighted. Retrieved images must be similar in view, shape and distribution with respect to these regions. Automatic determination of feature saliency is an extremely hard problem and user input must be exploited when possible. It is observed that allowing users to pick salient features improves both the speed and accuracy of retrieval (see Section 5). An additional difference between the two paradigms is that user interaction can be used in a retrieval system of sufficient speed to evaluate the ordering of retrieved images and

---

1The retrieved images for this case are shown in Figure 10.
reformulate queries if necessary. Thus, in the approach presented in this paper, alternate regions could be marked if the retrieval is satisfactory. Another important feature that sets retrieval apart is that, a hundred percent accuracy of retrieval is desirable but not critical. The user ultimately views and evaluates the results, allowing for tolerance to a few incorrect retrieval instances.

In order to measure the similarity of appearance between a query and an image, two issues must be addressed. First, appropriate representations of images must be chosen and second, a mechanism for matching these representations must be presented.

Filtered versions of images are used as representations of appearance. In particular a rep-
representation of an image is obtained by associating each pixel with a vector of responses to Gaussian derivative filters of several different orders. For example, Figure 3 contains a picture of an ape ($I$) that is filtered with each of the five spatial derivatives of a Gaussian (up to the second order), resulting in response-images $I_x$, $I_y$, $I_{xx}$, $I_{xy}$ and $I_{yy}$. The vector-representation (VR) of a point $p$ in $I$ is, $v(p) = (p_x, p_y, p_{xx}, p_{xy}, p_{yy})$. The choice of Gaussians and their derivatives as a representation is motivated by a number of considerations. It has been argued by Koenderink and others that the structure of an image may be represented using Gaussian derivatives [12]. Hancock et al [9] have shown that the principal components of a set of images containing natural structures may be modeled as the outputs of a Gaussian and its derivatives at several scales. That is, there is a natural decomposition of an image into Gaussian derivatives at several scales. Gaussians and their derivatives have, therefore, been successfully used for matching images of the same object under different viewpoints [1, 24, 25, 10, 15, 20].

This paper is an extension to matching “similar” objects using Gaussian derivatives.

The retrieval scheme presented here is not meant to be a model of retrieval in biological systems. However, some of its components are similar to those used in the human visual system. The use of appearance based representations is in conformity with both neurophysiological [4] and psychophysical [13] evidence that memory is accessed using imagery rather than symbolic information. In addition, it is known that filtering is performed using Gaussian derivatives (or similar filters) at multiple scales in the striate cortex [23]. Finally, it has been shown by Shepard and Cooper [21] that people warp visual matches to align and match them.

Images are matched by correlating their vector-representations. VR matching is robust to lighting variations and tolerates small variations in view. In addition, well designed queries have yielded significant variation in retrieved shapes (see Section 6). It is quite likely that structures similar to that of a query are present in the database at a different scale. As
Figure 4: An overview of the retrieval method. There are three components. 1. Off-line computation of appearance representations of the database, 2. Query construction and 3. Matching appearance representation of the query and images in the database over scale-space.

As described, the VR matching cannot account for gross changes in scale. VRs generated from filters at several scales are used to search over scale-space for possible scale variations of the query. The range of scale variation as well as the step size is a user controlled parameter. Scale-space matching is described in detail in Section 4.

From the above described representation scheme, matching technique and query construction methodology, the entire process of retrieval can be viewed as the following (see Figure 4) three component system. The first is an off-line computation step that generates vector-representations of database images for matching. The second is construction of queries and their VRs. The third is an ordering of images ranked by the correlation of their VRs with that of the query.

The remainder of this paper is organized as follows. In Section 2 other related approaches
are examined. In Section 3 VR matching is described and it’s performance is analyzed under view variations. In Section 4 VR matching is extended to account for scale variations. Then, in Section 5 query construction and the impact of user-selectivity on the accuracy of retrieval is discussed. In Section 6 retrieval experiments are presented, wherein retrieval is demonstrated on a database with over 300 images containing automobiles and trains (steam and diesel). These images obtained mainly over the internet have uncontrolled lighting and viewing geometry. Retrieval with a hit rate of at-least 60% is obtained. Conclusions are presented in Section 7.

2 Related Work

This paper is related to a number of threads in the literature. The first concerns matching using Gaussian derivative filters at multiple scales.

The idea of using Gaussian derivatives for matching and recovering local structure was suggested among others by Koenderink [12]. Among filter representations, Gaussian derivatives have a number of advantages - they are steer-able [5] and separable. The use of multiple derivative filters requires that correlation be performed between vectors. This is discussed by Granlund et al [7].

Some of the earliest uses of scale in matching go back to the Gaussian and Laplacian pyramids constructed by Burt and Adelson [2] and Crowley [3]. These pyramids have been used to do coarse to fine matching under translation, affine or more general transforms (see [1]). The pyramids speedup the computation as well as performing matching at the appropriate scales. However, as Lindeberg [14] in his extensive discussion of scale space and its properties, points out, they do not form a true scale space.

Kass [10] used the Gaussian and its derivatives at multiple scales for stereo matching. The
notion of matching across Gaussians of different scales was used by Manmatha [15] for matching image patches under similarity and affine transforms. He also used the idea of comparing the outputs of Gaussians at different standard deviations to compute large scale changes. Rao and Ballard [20] used Gaussian derivatives at multiple scales to match a moving object when the viewpoint change was small.

The second thread to which our work is related is the area of image indexing and retrieval. To the best of our knowledge, retrieval on the basis of appearance or shape is almost entirely based on prior segmentation of the object. Examples include the QBIC project at IBM [6], the photo book project at the media lab [18] and shape retrieval [17]. These methods all require knowledge of the contour or binary shape of the object. For specific objects like faces, principal component analysis has been used successfully for representation [11] and retrieval [22]. Using texture measures, Picard et al [19] are able to classify images into a few distinct categories (eg city scene, country scene).

### 3 Matching Vector Representations

Recall that matching is performed by correlating the VR\(^2\) of a query with VRs of the database images. In this section a VR is formally defined and the vector matching technique is presented. Then this technique is evaluated under varying viewing geometry.

Vector-representations of a sample gray level image patch \(S\) and a candidate image \(C\) are obtained as follows:

Consider a Gaussian described by it’s coordinate \(r\) and scale \(\sigma\)

\[
G(r, \sigma) = \frac{1}{\sqrt{2\pi\sigma}} e^{-\frac{r^2}{2\sigma^2}}
\]

\(^2\)VR is short for Vector Representation
A vector-representation $\vec{V}$ of an image $I$ is obtained by associating each pixel with a vector of responses to partial derivatives of the Gaussian at that location. Derivatives up to the second order are considered. More formally, $\vec{V}$ takes the form $\langle I_x, I_y, I_{xx}, I_{xy}, I_{yy} \rangle$, where $I_x$, $I_y$ denote the the filter response of $I$ to the first partial derivative of a Gaussian in direction $x$ and $y$ respectively. $I_{xx}, I_{xy}$ and $I_{yy}$ are the appropriate second derivative responses.

In this paper, only the first and second derivatives of Gaussians are used. Consider Gaussian derivatives in 1-D. The odd derivatives are all correlated with each other. This also holds true for the even derivatives which are correlated with each other. However, for the same $\sigma$, the first derivative of a Gaussian is uncorrelated with the second derivative of a Gaussian [10]. Thus picking only the first and second derivatives of Gaussians insures that maximal information is extracted from the image. Gaussian (as opposed to Gaussian derivatives) filters are not used because they are sensitive to the actual intensity value.

The correlation coefficient between images $\vec{C}$ and $\vec{S}$ at location $(m,n)$ in $\vec{C}$ is given by:

$$\eta(m,n) = \sum_{i,j} \hat{C}_M(i,j) \cdot \hat{S}_M(m-i,n-j)$$

(2)

where

$$\hat{C}_M(i,j) = \frac{\vec{C}(i,j) - C_M}{\|\vec{C}(i,j) - C_M\|}$$

and $C_M$ is the mean response over the area of $C$ and $S_M$ is the mean over the corresponding area around $(m,n)$. $\hat{S}_M$ is computed similarly.

Vector correlation performs well under small view variations. The following example demonstrates the performance of vector correlation under different conditions. In the left-most frame of Figure 5 a region is extracted. This region is marked by a large black square. The white dot indicates the location of best match. The next two images are deformed versions of the original image. Note that “slice3.tif” does not produce a match exactly at the right
Figure 5: Performance of vector correlation under different conditions.

<table>
<thead>
<tr>
<th>Image</th>
<th>Correlation</th>
</tr>
</thead>
<tbody>
<tr>
<td>left-top</td>
<td>1.00</td>
</tr>
<tr>
<td>right-top</td>
<td>0.81</td>
</tr>
<tr>
<td>right-bottom</td>
<td>0.52</td>
</tr>
</tbody>
</table>

Table 1: Vector matching under Image Deformations. Results for Figure 5.

location but is a match near it. Yet, given that there no other competing structure present in
the image a location close to the original one is picked. In table 1 the correlation coefficient
for each image is tabulated.

It is observed that typically for the experiments carried out with this method, in-plane rota-
tions of up to 20°, out-of-plane rotation of up to 30° and scale changes of less than 1.2 can
be tolerated. Similar results in terms of out-of-plane rotations were reported by [20].

4 Matching Across Scales

The database contains many objects imaged at several different scales. For example, the
database used in the experiments has several diesel locomotives. The actual image size of
these locomotives depends on the distance from which they are imaged and shows considerable
Figure 6: II is half the size of IO. To match points \( p_0 \) with \( p_1 \), Image \( I_0 \) should be filtered at point \( p_0 \) by a Gaussian of a scale twice that of the Gaussian used to filter image \( I_1 \) (at \( p_1 \)). To match a template from \( I_0 \) containing \( p_0 \) and \( q_0 \), an additional warping step is required. See text in Section 4.

variability in the database. The vector correlation technique described in Section 3 cannot handle large scale changes. The matching technique, therefore, needs to be extended to handle large scale changes.

In Figure 6 image \( I_1 \) is half the size of image \( I_0 \) (otherwise the two images are identical). Thus,

\[
I_0(r) = I_1(sr) \tag{3}
\]

where \( r \) is any point in image \( I_0 \) and \( sr \) the corresponding point in \( I_1 \) and the scale change \( s = 2 \). In particular consider two corresponding points \( p_0 \) and \( p_1 \) and assume the image is Gaussian filtered at \( p_0 \). Then by substituting for \( I_0 \) using equation 3 we have:

\[
\int I_0(r)G(r - p_0, \sigma)dr = \int I_1(sr)G(r - p_0, s\sigma)d(sr) * s^{-1} \tag{4}
\]

But it can be shown that \( G(r, \sigma) = G(sr, s\sigma) \) [15]. Thus,

\[
\int I_0(r)G(r - p_0, \sigma)dr = \int I_1(sr)G(r - p_1, \sigma)d(sr) \tag{5}
\]

In other words, the output of \( I_0 \) filtered with a Gaussian of scale \( \sigma \) at \( p_0 \) is equal to the output of \( I_1 \) filtered with a Gaussian of scale \( s\sigma \) i.e. the Gaussian has to be stretched in the same manner as the image if the filter outputs are to be equal. This is not a surprising result if
the output of a Gaussian filter is viewed as a Gaussian weighted average of the intensity. A more detailed derivation of this result is provided in [15].

The derivation above does not use an explicit value of the scale change s. Thus, equation 5 is valid for any scale change s. The form of equation 5 resembles a convolution and in fact it may be rewritten as a convolution

\[ I_0(r) * G(., \sigma) = I_1(sr) * G(., s\sigma) \]  \hspace{1cm} (6)

Similar derivations may also be carried out for higher derivatives of Gaussians (see [15]). Here the results for the first and second derivatives of Gaussians are listed. Define the normalized first derivative of Gaussian by

\[ G'(r, s\sigma) = s\sigma \frac{dG(r, s\sigma)}{dr} \]  \hspace{1cm} (7)

The first derivative of the Gaussian has been energy normalized by the term \( s\sigma \) so that its energy is the same as that of the Gaussian filter [24].

The normalized second derivative of Gaussian may be similarly defined by

\[ G''(r, s\sigma) = (s\sigma)^2 \frac{d^2 G(r, s\sigma)}{d(r r^T)} \]  \hspace{1cm} (8)

where the term \((s\sigma)^2\) again ensures that the energy of the second derivative Gaussian filter is the same as the energy of the first derivative Gaussian filter and the Gaussian filter.

Note that the first derivative of a Gaussian is a vector and the second derivative of a Gaussian a 2 by 2 matrix.

Then the Gaussian derivatives are related by (see [16])

\[ I_s * G'(., \sigma) = I_0 * G'(., s\sigma) \]  \hspace{1cm} (9)

and,

\[ I_s * G''(., \sigma) = I_0 * G''(., s\sigma) \]  \hspace{1cm} (10)
The above equations are sufficient to match the filter outputs (in what follows assume only Gaussian filtering for simplicity) at corresponding points (for example at \( p_0 \) and \( p_1 \)). A further complication is introduced if more than one point is to be matched while preserving the relative distances (structure) between the points. Consider for example the pair of corresponding points \( p_0, q_0 \) and \( p_1, q_1 \). The filter outputs at points \( p_0, q_0 \) may be visualized as a template and the task is to match this template with the filter outputs at points \( p_1, q_1 \). That is, the template is correlated with the filtered version of the image \( I_1 \) and a best match sought. However, since the distances between the points \( p_1, q_1 \) are different from those between \( p_0, q_0 \) the template cannot be matched correctly unless either the template is rescaled by a factor of 1/2 or the image \( I_1 \) is rescaled by a factor of 2. The matching is, therefore, done by warping either the template or the image \( I_1 \) appropriately.

Thus, to find a match for a template from \( I_0 \) in \( I_1 \), the Gaussians must be filtered at the appropriate scale and then the image \( I_1 \) or the template should be warped appropriately. Now consider the problem of localizing a template \( T \), extracted from \( I_0 \), in \( I_1 \) (see Figure 6). For the purpose of subsequent analysis, assume two corresponding points \( (p_0, q_0) \) of interest in \( T \) and \( I_1 (p_1, q_1) \) respectively. To localize the template the following three steps are performed.

1. **Use appropriate Relative Scale**: Filter the template and \( I_1 \) with Gaussians whose scale ratio is 2. That is, filter \( T \) with a Gaussian of scale \( 2\sigma \) and \( I_1 \) with \( \sigma \).

2. **Account for size change**: Sub-sample \( T \) by half. At this point the spatial and intensity relationship between the warped version (filtered and sub-sampled) of template points \( p_0 \) and \( q_0 \) should be exactly same as the relationships between filtered versions of \( p_1 \) and \( q_1 \).

3. **Translational Search**: Perform a translational search over \( I_1 \) to localize the template.

This three step procedure can be easily extended to match VRs of \( T \) and \( I_1 \) using Equations 9
and 10. In step(1) generate VRs of $T$ and $I_1$ using the mentioned filter scale ratios. In step(2) warp the VR of $T$ instead of just the intensity. In step(3) use vector-correlation (Equation 2) at every step of the translational search.

Without loss of generality any arbitrary template $T$ can be localized in any $I_1$ that contains $T$ scaled by a factor $s$.

4.1 Matching Queries over Unknown Scale

The aforementioned steps for matching use the assumption that the relative scale between a template and an image is known. However, the relative scale between structures in the database that are similar to a query cannot be determined a priori. That is, the query could occur in a database image at some unknown scale. A natural approach would be to search over a range of possible relative scales, the extent and step size being user controlled parameters.
<table>
<thead>
<tr>
<th>Query</th>
<th>3.2</th>
<th>2.2627</th>
<th>1.6</th>
<th>1.6</th>
<th>1.6</th>
<th>1.6</th>
<th>1.1313</th>
<th>0.8</th>
</tr>
</thead>
<tbody>
<tr>
<td>Image</td>
<td>0.8</td>
<td>0.8</td>
<td>0.8</td>
<td>1.1313</td>
<td>1.6</td>
<td>2.2627</td>
<td>3.2</td>
<td>3.2</td>
</tr>
<tr>
<td>Scale Ratio</td>
<td>$\frac{1}{4}$</td>
<td>$\frac{1}{2\sqrt{2}}$</td>
<td>$\frac{1}{2}$</td>
<td>$\frac{1}{\sqrt{2}}$</td>
<td>1</td>
<td>$\sqrt{2}$</td>
<td>2</td>
<td>$2\sqrt{2}$</td>
</tr>
</tbody>
</table>

Table 2: Filter scale values for the experiments carried out in this paper.

One way of accomplishing this is as follows (see Figure 7). First, VRs are generated for each image in the database over a range of scales, say $\frac{1}{4\sigma}, \frac{1}{2\sqrt{2}\sigma}, ..., 4\sigma$. Then, a VR for the query is generated using Gaussian derivatives of scale $\sigma$. The query VR is matched with each of the image VRs, thus traversing a relative scale change of $\frac{1}{4}...4$, in steps of $\sqrt{2}$. For each scale pairing the three step procedure for matching VRs is applied. In the warping step of this procedure either the query or the image is warped depending on the relative scale. If the relative scale between the query and a candidate image is less than 1 the candidate VR is warped and if it is greater than 1 the query VR is warped. In Figure 7 the process of filtering and warping is graphically depicted. Each of the blobs represent the relative scale of the filter. The arrows show VR matching. For the left half of this figure, the assumption is that the query image is larger than the candidate image and therefore the query is warped. For the right half the candidate image might have structures similar to, but larger than the query. Therefore, the image is warped. After the query is matched with each of the image VRs, the location in the image which has the best correlation score is returned.

In practice, VR lists are generated both for the query and database images to save computational cost, memory, and to avoid running in to filter discretization problems. For the experiments carried out in this paper the scales of the filters used for both the query and database images are in the range $[0.8 \cdots 3.2]$ in steps of $\sqrt{2}$. The pairings shown in Table 2 (read column-wise) describe the filter scale used for the query, the image and the entailed relative scale. As mentioned before if this value is less than one the image is warped, otherwise the query is warped.
It is instructive to note that VR lists over scale are scale-space representations in the sense described by Lindeberg [14] and also discussed by [7]. By smoothing an image with Gaussians at several different scales Lindeberg generates a scale-space representation. While VR lists are scale-space representations, however, they differ from Lindeberg’s approach in two fundamental ways. First VRs are generated from derivatives of Gaussians and second, an assumption is made that smoothing is accompanied by changes in size (i.e. the images are scaled versions rather than just smoothed versions of each other). This is the reason warping is required during VR matching across scales.

On the other hand, the VR list approach should not be confused with pyramidal representations [2]. While pyramidal representations are also generated by filtering and sub-sampling images, there is an important distinction. Pyramids are generated as a translational search reduction mechanism for use in coarse-to-fine matching. Pyramid matching assumes that the scale of the template and the image within which it is being localized is the same. Therefore, matching the coarsest level of the image and template first followed successively by the finer representations yields reductions in translational search. On the other hand, the relative scale between the query and the image is never known, forcing a true search across the scale parameter. As Lindeberg points out recursive application of filters and sub-sampling as is done in pyramidal schemes is not in general a scale-space representation [14]. VR lists, which are not generated recursively, are proper scale-space representations and the matching occurs across scale-space.

With the components of the matching algorithms developed in the last two sections we now turn to a complete flow description of the retrieval technique, charted in Figure 8.
OFF-LINE COMPUTATION

VR lists for each image in database I_VR_LIST

ON-LINE COMPUTATION

Generate Query VR list.
QUERY_VR_LIST
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For Each Combination
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RETURN BEST SCORE

VECTOR CORRELATE

SCALE-SPACE MATCHING

SORT SCORES

Figure 8: Algorithm to retrieve images
5 Constructing Query Images

The query construction process begins with the user marking salient regions on an object. VRs generated at several scales within these regions are matched with the database in accordance with the description in Section 4. Unselected regions are not used in matching. One way to think about this is to consider a composite template, such as one shown in Figure 2. The unselected regions have been masked out. The composite template preserves inter-region relationships and hence, the structure of the object is preserved. Warping the composite will warp all the components appropriately. That is, both the regions as well as distances between regions are scaled appropriately. Further, there are no constraints imposed on the selection of regions and the regions need not overlap.

It is claimed that putting a user in the loop has several advantages. First, the need for detecting the saliency of features on an object is alleviated. Second, the final results are evaluated by the user and if found unsatisfactory, new queries can be submitted.

Careful design of a queries, however, is important. Figure 9 shows an example of a poorly designed query. In the top left picture of this Figure, a region (black bounding box) is selected by the user, with the objective of retrieving all diesels of a similar class (within small view and shape variation). There are thirty diesel engines of this particular class in the database. The retrieved images are ranked in left-to-right (and top-to-bottom) fashion. The rectangular patches show the match locations of the centroid of the template. The query picture is also the best match. The top ten contain four correct retrievals. Twelve correct instances were present in the top thirty ranks resulting in a retrieval rate\(^3\) of 40\%. The reason for the less-than-satisfactory retrieval is that the user simply marked the entire front of the engine. Therefore a large number of pixels with low gradients are correlated, which increases the probability of matching coincidental structures. One approach to fixing this problem is

\(^3\)The number of correct instances in the top \(m\), where \(m\) is the number of similar objects in the database
Figure 9: Example of a poor query selection.
to remove small gradients from the template. A second alternative is to redesign the query, and this is the strategy adopted in this paper.

A better designed query to retrieve this class of diesel engines is shown in Figure 12. The retrieval rate for this query is 60%. This query also executes faster since fewer pixels are used in VR matching. It is interesting to note that marking the entire object does not work very well. Marking extremely small regions has also not worked with this database. There are too many coincidental structures that can lead to poor retrieval.

Letting the user design queries makes the system very interactive. With sufficiently fast retrieval the user can be expected to quickly adapt and formulate interesting queries.

6 Experiments

The database used in this paper has digitized images of cars, steam locomotives, diesel locomotives and a small number of other miscellaneous objects such as houses and apes. Over three hundred images were obtained from the internet to construct this database. These photographs, were taken with several different cameras of unknown parameters, and, under varying but uncontrolled lighting and viewing geometry. The objects of interest are embedded in natural scenes such as car shows, railroad stations, country-sides and so on.

The choice of images used in the experiments was based on a number of considerations. It is expected that when very dissimilar images are used the system should have little difficulty in ranking the images. For example, if a car query is used with a database containing cars and apes, then it is expected that cars would be ranked ahead of apes. This is borne out by the limited number of experiments done. Much poorer discrimination is expected if the images are much more ‘similar’. For example, man-made vehicles like cars, diesel and steam locomotives should be harder to discriminate. It was therefore decided to use a database
consisting of images of cars, diesel and steam locomotives.

Prior to describing the experiments, it is important to clarify what a correct retrieval means. A retrieval system is expected to answer questions such as 'find all cars similar in view and shape to this car' or 'find all steam engines similar in appearance to this steam engine'. To that end one needs to evaluate if a query can be designed such that it captures the appearance of a generic steam engine or perhaps that of a generic car. Also, one needs to evaluate the performance of VR matching under a specified query. In the examples presented here the following method of evaluation is applied. First, the objective of the query is stated and then retrieval instances are gauged against the stated objective. In general, objectives of the form 'extract images similar in appearance to the query' will be posed to the retrieval algorithm.

Questions of this form are interesting to answer in the context of the types of images present in the database. Diesel locomotives, steam engines and cars are all man made objects and can be expected to be similar. From several experiments performed with this database it is observed that queries can be constructed, such that vector-matching does a good job of ordering the dissimilarities in appearance of these objects. For example, a car query that intuitively captures distinguishing features on a car ranks cars of similar appearance higher than other objects. Additionally, good discrimination is easily obtained between fairly dissimilar objects such as apes and engines for example. Several different queries were constructed to retrieve objects of a particular type. It is observed that under reasonable queries at least 60% of objects underlying the query are retrieved in the top $m$ ranks. Best results indicate retrieval results of up to 85%.

Several experiments were carried out with the database supporting the three particular examples presented. The first is called Car retrieval, the second Steam retrieval and the third Diesel retrieval. Each of these cases is analyzed separately below.
Figure 10: Retrieval results for Car.
6.1 Car Retrieval

The car image used for retrieval is shown in the top left picture of Figure 10. The objective is to 'obtain all similar cars to this picture'. Towards this end a query was marked by the user, highlighting the wheels, side view-mirror and mid section. The results to be read in textbook fashion in Figure 10 are the ranks of the retrieved images. The white spots indicate the location of the centroid of the composite template at best match. In the database, there are exactly 16 cars within a close variation in view to the original picture. Fourteen of these cars were retrieved in the top 16, resulting in a 87.5% retrieval. All 16 car pictures were picked up in the top 50. The results also show variability in the shape of the retrieved instances. The mismatches observed in pictures labeled '15.tif' and '19.tif' occur in VR matching when the relative scale between the query VR and the images is $\frac{1}{4}$.

6.2 Steam Retrieval

The steam picture used for retrieval is labeled '21.tif' in Figure 11. Here the objective is to 'retrieve all steams that resemble the steam engine'. The user marks a query that is a distinguishing feature of this particular type of steam engine. Namely, the arrangement of the head-lamp and the stripes around it. There are 12 such engines in the database with varying view and scale. Eight of these were recovered in the top twelve, resulting in a retrieval of 65.7%. All of them were retrieved in the top fifty. It must be stated here that incorrect retrieval instances are of two types. The first, as is the case with picture labeled '26.tif', is that while this particular query matches the head-lamp of the car, it is an incorrect instance of retrieval since, only steam engines are desired. Picture '29.tif' was obtained at relative query-image scale of $\frac{1}{2\sqrt{2}}$ and is a mismatch.
Figure 11: Retrieval results for Steam.
Figure 12: Retrieval results for Diesel.
<table>
<thead>
<tr>
<th>Retrieved Image Nos.</th>
<th>1-10</th>
<th>11-20</th>
<th>21-30</th>
<th>31-40</th>
<th>41-50</th>
</tr>
</thead>
<tbody>
<tr>
<td>Car</td>
<td>8</td>
<td>6</td>
<td>1</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>Steam</td>
<td>7</td>
<td>2</td>
<td>1</td>
<td>0</td>
<td>2</td>
</tr>
<tr>
<td>Diesel</td>
<td>7</td>
<td>5</td>
<td>5</td>
<td>6</td>
<td>4</td>
</tr>
</tbody>
</table>

Table 3: Correct Retrieval instances for the Car, Steam and Diesel Queries in intervals of ten.

6.3 Diesel Retrieval

The picture of the diesel engine used to construct the query is labeled '01.tif' in Figure 12. The objective here is to 'retrieve all diesels of a similar class'. The query is designed by the user to capture this particular class of diesels. The database contains 30 diesels of this class within small view variations of the first. Seventeen of these were retrieved in the top 30 ranks. The mismatches occurring in pictures '05.tif' and '08.tif' are when the query VR is scaled $\frac{1}{4}$ times the VRs of these images. All diesels of this class were retrieved in the top sixty.

The number of retrieved images for each of these cases in intervals of ten is charted in table 6.3.

Wrong instances of retrieval are of two types. The first is where the VR matching performs well but the objective of the query is not satisfied. In this case the query will have to be redesigned. An example is the incorrect steam instances retrieved in Figure 9. The second reason for incorrect retrieval is mismatches due to the search over scale space. Most of the VR mismatches result from matching at the extreme relative scales. For example, the mismatch '05.tif' in the diesel retrieval occurs when the query is matched at a relative scale of 4.

Overall the queries selected were also able to distinguish steam engines, diesel engines and cars precisely because the regions selected are most similarly found in similar classes of objects. As was pointed out in Section 5 query selection must faithfully represent the intended
retrieval, the burden of which is on the user. The retrieval system presented here performs well under it’s stated purpose; that is to extract objects of similar shape and view to that of a query.

7 Conclusions and Limitations

A method to retrieve images based on shape properties of images was presented. The vector-correlation algorithm is robust to lighting changes and small deformations. Vector-Correlation was extended to incorporate gross scale changes. Thus, the resulting representation of images is a proper scale-space representation and matching is performed over this space.

Using this technique objects of similar appearance were retrieved. There are several factors that affect retrieval results, including query selection, and the range of scale-space search. The results indicate that this method has sufficient accuracy for image retrieval applications.

One of the limitations of our current approach is the inability to handle large deformations. The filter theorems described in this paper hold under affine deformations and a current step is to incorporate it in to the vector-correlation routine.

While these results execute in a reasonable time they are still far from the high speed performance desired of image retrieval systems. Work is on-going towards building indices of images based on local shape properties and using the indices to reduce the amount of translational search.
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