
Cross-Lingual Relevance Models

Victor Lavrenko, Martin Choquette and W. Bruce Croft
Center for Intelligent Information Retrieval

Department of Computer Science
University of Massachusetts, Amherst, MA 01003

{lavrenko,choquett,croft}@cs.umass.edu

ABSTRACT
We propose a formal model of Cross-Language Information
Retrieval that does not rely on either query translation or
document translation. Our approach leverages recent ad-
vances in language modeling to directly estimate an accurate
topic model in the target language, starting with a query in
the source language. The model integrates popular tech-
niques of disambiguation and query expansion in a unified
formal framework. We describe how the topic model can
be estimated with either a parallel corpus or a dictionary.
We test the framework by constructing Chinese topic mod-
els from English queries and using them in the CLIR task
of TREC9. The model achieves performance around 95% of
the strong mono-lingual baseline in terms of average preci-
sion. In initial precision, our model outperforms the mono-
lingual baseline by 20%. The main contribution of this work
is the unified formal model which integrates techniques that
are essential for effective Cross-Language Retrieval.

Categories and Subject Descriptors
H.3.3 [Information storage and Retrieval]: Information
Search and Retrieval—Retrieval Models

General Terms
Experimentation

Keywords
Cross-Language Information Retrieval, Language Models

1. INTRODUCTION
The task of Cross-Language Information Retrieval (CLIR)

addresses a situation when a query is posed in one language
but the system is expected to return the documents written
in another language. The scenario could have been consid-
ered unlikely a mere decade ago, but the explosive growth
of the World Wide Web has blurred national boundaries to
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the point where a casual user may find an interest in retriev-
ing documents in a foreign language. Once a user obtains
a set of relevant documents in a foreign language, she can
use automatic machine translation software to get a sense of
the content. What remains is the problem of retrieving that
set of documents, starting with a query in the user’s native
language.

In recent years, the problem of Cross-Language Retrieval
has enjoyed significant interest from the research commu-
nity, and a number of techniques were proposed to solve the
problem [2, 9, 19]. Most of these techniques center around a
common idea: they attempt to translate the query from the
user’s language to the language of the documents. In most
cases, the translation is done in a word-by-word fashion,
using a dictionary, a machine translation system, or a sim-
ilar resource. Typically, any given word may have multiple
possible translations, so significant effort has been devoted
to disambiguating the resulting translations, either through
the use of context [19], statistical co-occurrence [3, 19], tri-
angulated translation [8], or a number of similar techniques.
In addition, researchers found that in many cases it is help-
ful to include words that are not direct translations of any
query word, but are closely related to the meaning of the
query. This observation led to the common use of heuristic
query expansion techniques [2, 19].

In this paper, we propose a model of Cross-Language Re-
trieval that does not rely on a word-by-word translation of
the query. Instead, we attempt to construct an accurate rel-
evance model in the target language, and use that model to
rank the documents in the collection. Following the work of
Lavrenko and Croft [12], we use the term relevance model
to refer to a probability distribution, which specifies how of-
ten we expect to see any given word in the documents rele-
vant to the query. To estimate relevance models in a cross-
lingual setting we extend the methods proposed by [12], and
show how the estimation can be done with either a parallel
corpus or a dictionary. The main contribution of this work is
the unified formal framework for integrating techniques that
are essential for effective Cross-Language Retrieval, such as
query expansion for dealing with synonymy, and translation
disambiguation for handling polysemy.

The remainder of the paper is structured as follows. Sec-
tion 2 briefly surveys recent developments in the fields of
Cross-Language Retrieval and statistical Language Model-
ing. Section 3 describes how relevance models can be esti-
mated in a cross-lingual environment, and how we can use
them for retrieving documents. Section 4 addresses specific



implementation issues that arose in working with Chinese.
In Section 5 we test the performance of our model on the
cross-language retrieval task of TREC9, and compare our
performance with results reported by other researchers.

2. RELATED WORK
Previous applications of language modeling to cross-language

retrieval have been reported by Hiemstra and de Jong [9] and
Xu et al. [18, 19]. Although the model proposed by Berger
and Lafferty [4] applies to the “translation” of a document
into a query in a monolingual environment, it can readily ac-
commodate a bilingual environment. The three approaches
above all make use of translation probabilities attached to
pairs of words. The pairs of words and their corresponding
probabilities are often obtained from a bilingual dictionary
by assigning the same probability to all the translations of
a word. When a parallel corpus or a pseudo-parallel corpus
(where parallel documents are produced by an MT system)
is available, the required translations and probabilities can
be obtained by applying Brown et al.’s approach to ma-
chine translation [5] (or some related technique [10]). Xu et
al. [18] showed that combining statistics from various lexical
resources can help correct problems of coverage and lead to
significant improvements.

When no parallel corpus is available, our model uses the
same estimation techniques as the other language modeling
approaches. Unlike those approaches, however, our model
does not rely on word-by-word translation when a compara-
ble corpus or, a fortiori, a parallel corpus is available. 1 In
such a case, our approach is closer in spirit to that of Sheri-
dan and Ballerini [15] where the retrieval process consists of
two retrieval steps. First, the best matching documents in
the source language are retrieved. A query is then built by
selecting words occurring frequently in the documents in the
target language that are comparable to the ones retrieved.
Finally, the new query is used to retrieve documents in the
target language. Our approach does not select new query
terms though. Instead, it uses the set of comparable docu-
ments to estimate, for each word in the target vocabulary,
the probability of observing the word in the set of relevant
documents.

The use of additional disambiguation techniques such as
those based on phrases and co-occurrence measures (e.g.,
mutual information) still have to be explored within our
framework. These techniques have been put to good use in
approaches that do not rely on language models (e.g., [3,
7]).

3. MATHEMATICAL FRAMEWORK
Let Q = e1 . . . ek be the query in the source language

and let RQ be the set of target documents that are relevant
to that query. Lavrenko and Croft [12] suggest that effec-
tive ranking of target documents could be achieved if we
had a way of estimating the relevance model of Q, i.e. the
set of probabilities P (w|RQ) for every word w in the target
vocabulary. P (w|RQ) denotes the probability that a word
sampled at random from a relevant document would be the

1Generally, comparable corpora are sets of topically related
documents written in different languages. We use a more re-
stricted definition, which mandates links between topically-
related documents. Linked documents may not be exact
translations of each other.

word w. If we knew what documents comprised RQ, estima-
tion of these probabilities would be straightforward, but in
a typical retrieval environment we are not given any exam-
ples of relevant documents. Lavrenko and Croft [12] argue
that in the absence of training data, a reasonable way to
approximate P (w|RQ) is by a joint probability of observing
the word w together with query words e1 . . . ek:

P (w|RQ) ≈ P (w|Q) =
P (w, e1 . . . ek)

P (e1 . . . ek)
(1)

3.1 Mono-lingual estimation
Lavrenko and Croft [12] describe two methods for estimat-

ing the joint probability P (w, e1 . . . ek) for the mono-lingual
case, where w and e1 . . . ek are words from the same vo-
cabulary. Both methods assume there exists a set M of
underlying source distributions from which w and e1 . . . ek

could have been sampled. The two methods differ in the
kinds of independence assumptions they make. In this pa-
per we will consider only Method 1 because of its relative
simplicity, and its decomposability, which will be leveraged
in section 4.1. Method 1 assumes w and e1 . . . ek to be mu-
tually independent once we pick a source distribution from
M, leading to the following estimate:

P (w, e1 . . . ek) =
∑

M∈M

P (M)

(

P (w|M)
k
∏

i=1

P (ei|M)

)

(2)

Here P (M) denotes some prior distribution over the set
M (usually taken to be uniform), while P (w|M) specifies
the probability of observing w if we sampled a random word
from M (and similarly for P (ei|M)). We can take the uni-
verse M to be the set of documents in the database, and
assume that w and all ei are identically distributed with
probabilities estimated using a simple smoothing of the rel-
ative frequency:

P (w|MD) = λ

(

tfw,D
∑

v
tfv,D

)

+ (1 − λ)P (w) (3)

Here λ is a tunable parameter which determines the de-
gree of smoothing. tfw,D is the number of times the word
w occurs in document D. P (w) is the background probabil-
ity of observing the word w, obtained from a large corpus.
Equation (3) is used to estimate P (ei|MD) in the same way
as P (w|MD).

3.2 Cross-lingual estimation
In the remainder of this section we describe how to extend

the estimation to the cross-lingual case, when, for example,
w is a Chinese word, and e1 . . . ek are English words. In this
case we obviously cannot assume that w and ei are identi-
cally distributed. We discuss two estimation strategies, one
based on a parallel corpus of documents, and one based on
a bilingual lexicon.

3.2.1 Estimation with a parallel corpus
Suppose we have at our disposal a parallel corpus, a set

of document pairs {E, C}, where E is an English document,
and C is a Chinese document discussing the same topic.
We let M be the set of corresponding distribution pairs



{ME , MC}, and estimate the joint probability of observing
together w and e1 . . . ek as:

P (w, e1 . . . ek) =
∑

{ME ,MC}∈M

P ({ME , MC})

(

P (w|MC)
k
∏

i=1

P (ei|ME)

)

(4)

Here P ({ME , MC}) can be kept uniform, and P (w|MC)
and P (ei|ME) are calculated according to equation (3), but
each in its own language.

3.2.2 Estimation with a bilingual lexicon
If no parallel corpus is available, it is still possible to esti-

mate the joint probability P (w, e1 . . . ek) if we have a statis-
tical lexicon, which gives the translation probability P (ei|w)
for every English word ei and every Chinese word w. Note
that any bilingual dictionary can be turned into a statistical
lexicon by simply assigning uniform translation probabilities
to all English translations of a given Chinese word. While
the quality of this lexicon may be inferior, it will still serve
the purpose. In this case we let M be the set of documents in
Chinese. P (w|MC) can be computed directly from equation
(3). In order to compute P (ei|MC) for an English word ei

in a Chinese document C, we can use the translation model,
advocated by Berger and Lafferty [4] and recently used in
cross-lingual setting by [9, 19]. According to [19]:

P (ei|MC) = (1 − λ)P (ei) + λ
∑

v

P (ei|v)Pml(v|MC) (5)

Here the summation goes over all the Chinese words v in
the vocabulary, P (ei|v) is the translation probability from
the statistical lexicon, and Pml(v|MC) is simply the number
of times v occurs in C, divided by the length of C. P (ei)
is the background probability of ei, computed over a large
corpus.

3.3 Ranking with a Relevance Model
In the previous section we proposed a technique for es-

timating a Chinese relevance model, starting with an En-
glish query. What remains is to specify a document ranking
method, which will allow us to use the constructed rele-
vance model to retrieve Chinese documents. Lavrenko and
Croft [12] advocate using the Probability Ranking Princi-
ple [14], where documents are ranked by the probability ra-
tio: P (D|R)/P (D|N). In our experiments we found that
a more stable metric is the relative entropy (also known
as Kullback-Leibler divergence), suggested by Lafferty and
Zhai in [11]. They formulate the retrieval problem as that
of a risk minimization, and provide justification for using
relative entropy as a risk metric between two distributions.
Lafferty and Zhai [11] used KL divergence with their own
technique for estimating query (relevance) models, which is
Markov chains on inverted indices. We found that relative
entropy works well with estimation suggested by Lavrenko
and Croft [12], as well as with our extension of that work.
The relative entropy between a relevance model R and a
document model D is defined as:

KL(R||D) =
∑

w

P (w|R) log
P (w|R)

P (w|D)
(6)

Figure 1: Graphical representation of cross-lingual
relevance models. The model consists of a set of
paired Chinese / English distributions. English
queries are random samples from some English dis-
tribution from the paired set. Relevant Chinese doc-
uments are random samples from the corresponding
Chinese distribution. Paired distributions could be
estimated from a parallel corpus.

Documents are ranked in the order of increasing diver-
gence, i.e. documents that have a smaller divergence with
the Relevance Model are considered more relevant. In equa-
tion (6) P (w|R) is computed from equation (1), as described
above. P (w|D) is calculated according to equation 3.

3.4 A Brief Summary of the Model
In this section we outlined a formal method for construct-

ing a topic model in the target language, starting with a
query in the source language. We also suggested using KL
divergence with the topic model as a document ranking func-
tion. Massive query expansion is an integral part of the tech-
nique, since we compute the probability P (w|R) for every
word in the target language. Translation disambiguation is
achieved automatically, because we compute co-occurrence
(joint probability) between any word w and all the query
words. Figure 1 shows a graphical representation of the un-
derlying generative model.

4. IMPLEMENTATION
In the previous section we introduced cross-lingual rele-

vance models, described how they can be estimated using
either a parallel corpus or a bilingual lexicon, and described
how the models could be used for retrieval purposes. In
this section we describe how the system was implemented
in practice, as well as specific processing steps that were
performed on each language, and the resources that were
used.

4.1 Making the Model Tractable
As specified, our model of estimation involves computing

equation (2) or equation (4) over every document (or doc-
ument pair) in the dataset. That computation has to be
repeated for every word w in the Chinese vocabulary, which
makes the estimation extremely expensive. In reality, it is
possible to re-write equations (1) and (2) in a form that
makes estimation feasible. If we expand the probability of
the query as P (e1 . . . ek) =

∑

w
P (w, e1 . . . ek), and substi-

tute equation (2) for the joint probability P (w, e1 . . . ek), it
becomes possible to estimate the probability of observing w
in the set of relevant documents RQ as:

P (w|RQ) =
∑

M∈M

P (w|M)P (M |e1 . . . ek) (7)



LDC CETA HK News Combined
English terms 86,000 35,000 21,000 104,997
Chinese terms 137,000 202,000 75,000 305,103

Table 1: Composition of the BBN bilingual lexicon

HK News TDT HK News + TDT
Document pairs 18,147 46,692 64,839
English terms 28,806 67,542 83,152
Chinese terms 49,218 111,547 132,453

Table 2: Composition of the parallel corpus used in
our experiments.

When expressed like this, it becomes obvious that a rel-
evance model (under estimation method 1) is a linear mix-
ture of distributions from M, where each distribution M
is “weighted” by its posterior probability of generating the
query: P (M |e1 . . . ek). In our model, the posterior proba-
bility is expressed as:

P (M |e1 . . . ek) =
P (M)

∏

i
P (ei|M)

∑

M
P (M)

∏

i
P (ei|M)

(8)

In practice, because of the product in the numerator, this
posterior has near-zero values for all but a few models M in
a given collection M. These models are precisely the models
that rank highest when the query e1 . . . ek is issued against
the collection M. Therefore, instead of computing equa-
tion (2) over the entire collection, we can compute equation
(7) over some number n of top-ranked models retrieved by
e1 . . . ek.

Expressing the relevance model in terms of equation (7)
has another advantage. We could relax the strict probabilis-
tic interpretation of the posterior P (M |e1 . . . ek) and substi-
tute any heuristic estimate, as long as it is non-negative
and sums to 1. In this way, relevance models could be con-
structed from any ranked list of documents.

4.2 Resources
All of our experiments were performed on the dataset used

in the TREC9 cross-lingual evaluation. The dataset consists
of 127,938 Chinese documents, totaling around 100 million
characters. We used the official set of 25 queries. We used
two query representations: short queries used only the title
field, while long queries used title, description and narrative
fields.

Experiments involving a bilingual dictionary used the sta-
tistical lexicon created by Xu et.al [19]. The lexicon was
assembled from three parts: the LDC dictionary, the CETA
dictionary, and the statistical dictionary, learned from the
Hong-Kong News corpus by applying the GIZA machine
translation toolkit. Table 1 provides a summary of the dic-
tionary components.

In the experiments that made use of the parallel corpus,
we used the Hong-Kong News parallel dataset, which con-
tains 18,147 news stories in English and Chinese. Because
it is so small, the Hong-Kong parallel corpus has a signifi-
cant word coverage problem. In order to alleviate the prob-
lem, we augmented the corpus with the TDT2 and TDT3
[?] pseudo-parallel datasets. These corpora contain 46,692
Chinese news stories along with their SYSTRAN transla-
tions into English. Since the documents are translated by

software, we do not expect the quality of the TDT corpus
to be as high as Hong-Kong News. We discuss the impact
of adding the TDT corpus in section 5. The composition of
the parallel corpus is detailed in Table 2.

4.3 English processing
The English portions of the dataset were pre-processed

as follows. Both the documents and the queries were tok-
enized on whitespace and punctuation. Tokens with fewer
than two characters were discarded. A total of 400 stop-
words from the InQuery [1] stoplist were removed. We used
the kstem stemmer, developed by Krovetz, to normalize the
word forms in all documents and queries. As an exception,
we used the Porter stemmer [13] on experiments that used
the bilingual dictionary, due to the fact that the BBN sta-
tistical lexicon [19] was Porter-stemmed. No other form of
processing was used on either the queries or the documents.

4.4 Chinese processing
The pre-processing performed on the Chinese part of the

corpus was very crude, due to our limited knowledge of
the language. The entire dataset, along with the Chinese
queries was converted into the simplified encoding (GB).
We carried out separate experiments with three forms of
tokenization: (i) single Chinese characters (unigrams), (ii)
half-overlapping adjacent pairs of Chinese characters (bi-
grams), and (iii) Chinese “words”, obtained by running a
simple dictionary-based segmenter, developed by F. F. Feng
at the University of Massachusetts. In section 5 we report
separate figures for all three forms of tokenization, as well
as a linear combination of them. We did not remove any
stopwords, or any punctuation characters from either Chi-
nese documents or queries. This results in some spurious
matches and also in these characters figuring prominently
in the relevance models we constructed.

4.5 Example
Figure 2 provides an example of the relevance model es-

timated from query number 58: “environmental protection
laws”. We show 20 tokens with highest probability under
the model. It is evident that many stopwords and punctu-
ation characters are assigned high probabilities. This is not
surprising, since these characters were not removed during
pre-processing, and we naturally expect these characters to
occur frequently in the documents that discuss any topic.
However, the model also assigns high probabilities to words
that one would consider highly relevant to the topic of en-
vironmental protection.

5. EXPERIMENTAL RESULTS
In this section we carry out an evaluation of the proposed

model of cross-language retrieval on the TREC9 dataset.
We compare the performance of the following models:

1. Mono-lingual baseline. We use the basic language
modeling system, which was reported as a baseline in
a number of recent publications [19, 17]. The Chinese
documents D are ranked according to the probabil-
ity that a Chinese query c1 . . . ck was generated from
the document model MD. Word probabilities are esti-
mated according to equation (3).

2. Mono-lingual Relevance Model. This system is
included as an alternative mono-lingual baseline, and



Figure 2: Example of a cross-lingual relevance
model, estimated from query number 58. Shown
are the 20 tokens with highest probabilities under
the model.

to demonstrate the degree to which Relevance Mod-
els degrade, when estimated in a cross-lingual setting.
Given a Chinese query c1 . . . ck, we estimate a Rele-
vance Model as suggested by Lavrenko and Croft [12].
We used estimation method 1 (equation 2). We used
relative entropy (equation 6) as the document ranking
function.

3. Probabilistic Translation Model. As a cross-lingual
baseline, we report the performance of our implemen-
tation of the system used by Xu et.al. [19]. The trans-
lation model was originally proposed by Berger and
Lafferty [4] and Hiemstra and de Jong [9]. We used
the formulation advocated by Xu et al. [19]. We used
the same statistical lexicon and the same system pa-
rameters that were reported in [19].

4. Cross-lingual Relevance Model (parallel). Given
an English query e1 . . . ek, we estimate a Relevance
Model in Chinese using equations (1) and (4). We use
the combined parallel corpus for estimating equation
(4). The Chinese documents are then ranked by their
Kullback-Leibler divergence from the Relevance model
(equation 6).

5. Cross-lingual Relevance Model (dictionary). We
estimate the cross-lingual relevance model using equa-
tions (1) and (2). Equation (5) is used to compute
the probability of an English word ei given a Chinese
document C. We use the lexicon reported in [19] for
translation probabilities P (ei|v). The documents are
ranked by KL divergence from the Relevance Model
(equation 6).

In all cases we performed separate experiments on the
three representations of Chinese: unigrams, bigrams and
“words”. Refer to section 4.4 for details. The smoothing
parameter λ was tuned separately for each representation as

we found that smoothing affects unigrams and bigrams very
differently. The results from the three representations were
then linearly combined. The weights attached to each rep-
resentation were set separately for every model, in order to
show best results. As an exception, the Probabilistic Trans-
lation Model was evaluated on the same representation that
was used by Xu et.al.[19]. Due to the absence of the training
corpus, the tuning of all parameters was performed on the
testing data using a brute-force hill-climbing approach. The
small number of queries in the testing dataset precluded the
use of any statistical significance tests.

5.1 Baseline Results
Table 3 shows the retrieval performance, of the described

models on the TREC9 cross-language retrieval task. We use
non-interpolated average precision as a performance mea-
sure. Percentage numbers indicate the difference from the
mono-lingual baseline. We show results for both short and
long versions of the queries. Our monolingual results form
a strong baseline, competitive with the results reported by
[17, 19]. This is somewhat surprising, since our processing
of Chinese queries was very simplistic, and a lot of spurious
matches were caused by punctuation and stopwords in the
queries. We attribute the strong performance to the care-
ful selection of smoothing parameters and combination of
multiple representations.

Monolingual Relevance Model provides an even higher
baseline for both short and long queries. The difference is
highlighted in Figure 3. Relevance Models show good per-
formance at higher recall, which is expected, since they can
be interpreted as theoretically grounded query expansion
techniques.

The Probabilistic Translation Model achieves around 85%
- 90% percent of the mono-lingual baseline. Xu et.al. in [19]
report the performance of the same model to be somewhat
higher than our implementation (0.3100 for long queries).
We attribute the differences to the different form of pre-
processing used by Xu et.al, since we used the same bilingual
lexicon and the same model parameters as [19].

5.2 Cross-lingual Relevance Model Results
Table 3 shows that Cross-lingual Relevance Models per-

form very well, achieving 93% - 98% of the mono-lingual
baseline on the combined representation. This performance
is better than most previously-reported results [17, 19], which
is somewhat surprising, given our poor pre-processing of
Chinese. Our model noticeably outperforms the Probabilis-
tic Translation Model on both long and short queries (see
figure 4). It is also encouraging to see that Cross-lingual
Relevance Models perform very well on different represen-
tations of Chinese, even though they do not gain as much
from the combination as the baselines.

Note that Relevance Models estimated using a bilingual
lexicon perform better than the models estimated from the
parallel corpus. We believe this is due to the fact that our
parallel corpus has an acute coverage problem. The bilingual
dictionary we used [19] covers a significantly larger number
of both English and Chinese words. In addition, two thirds
of our parallel corpus was obtained using automatic machine
translation software, which uses a limited vocabulary. It is
also worth noting that the remaining part of our parallel
corpus, Hong-Kong News, was also used by Xu et al. [19] in
the construction of their bilingual dictionary.



Average Precision HK News HK News + TDT
Unigrams 0.1070 0.2258 +111%
Bigrams 0.1130 0.2519 +123%
“Words” 0.1210 0.2493 +106%

Table 5: Parallel corpus size has a very significant ef-
fect on the quality of Cross-lingual Relevance Mod-
els.

Table 5 illustrates just how serious the coverage problem
is. We show performance of Relevance Models estimated
using just the Hong-Kong News portion of the corpus, versus
performance with the full corpus. We observe tremendous
improvements of 100% to 200% percent, by adding the TDT
data, even though this data was automatically generated
using SYSTRAN.

5.2.1 High-precision performance
Average precision is one of the most frequently reported

metrics in cross-language retrieval. This metric is excellent
for research purposes, but it is also important to consider
user-oriented metrics. Table 4 shows precision at different
ranks in the ranked list of documents. Precision at 5 or 10
documents is what affects a typical user in the web-search
setting. We observe that Cross-lingual Relevance Models ex-
hibit exceptionally good performance in this high-precision
area. Models estimated using the parallel corpus are partic-
ularly impressive, outperforming the mono-lingual baseline
by 20% at 5 retrieved documents. Models estimated from
the bilingual dictionary perform somewhat worse, though
still outperforming mono-lingual performance at 5 docu-
ments. Both estimation methods outperform the Proba-
bilistic Translation Model. We consider these results to be
extremely encouraging, since they suggest that Cross-lingual
Relevance Models perform very well in the important high-
precision area.

6. CONCLUSION
We proposed a formal probabilistic model of Cross-Language

Information Retrieval. The model is significantly different
from other recently proposed models in that it does not at-
tempt to translate either the query or the documents. The
model starts with a query in the source language and directly
estimates the model of relevant documents in the target lan-
guage. Massive query expansion is an integral part of the
model, rather than a heuristic addition. Our experiments
demonstrate that performance of the model is as good as or
better than that of previously reported models. The model
performs around 90% - 95% of the strong mono-lingual base-
line in terms of average precision. In terms of initial preci-
sion, the model outperforms the mono-lingual baseline by
20%. We discussed how Cross-Lingual Relevance Models
can be estimated using either a parallel/comparable corpus,
or a bilingual lexicon. Our experiments show that coverage
is an extremely important aspect of the resources. We have
been able to use a commercial MT system to increase the
coverage of our corpus.

A number of questions remain open and need to be ad-
dressed in the future work. We would like to explore the use
of unlabeled data to improve the coverage of the parallel cor-
pus without performing expensive machine translation. We
also plan to carry out additional experiments with sentence-

aligned parallel corpora. Finally, we would like to explore
applications of our model in other tasks, such as Topic De-
tection and Tracking, and in other languages.
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Table 3: Average Precision on the TREC9 cross-language retrieval task. Cross-lingual Relevance Models
perform around 95% of the strong mono-lingual baseline
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the mono-lingual baselines.
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Figure 3: Mono-lingual results. Relevance Models provide a higher baseline for both short queries (left) and long

queries (right).
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Figure 4: Cross-lingual Relevance Models outperform the Probabilistic Translation Model on both the short (left)

and long (right) queries.
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